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ABSTRACT

Continuous sign language translation (CSLT) is a weakly
supervised problem aiming at translating vision-based videos
into natural languages under complicated sign linguistics,
where the ordered words in a sentence label have no exact
boundary of each sign action in the video. This paper propos-
es a hybrid deep architecture which consists of a temporal
convolution module (TCOV), a bidirectional gated recur-
rent unit module (BGRU), and a fusion layer module (FL)
to address the CSLT problem. TCOV captures short-term
temporal transition on adjacent clip features (local pattern),
while BGRU keeps the long-term context transition across
temporal dimension (global pattern). FL concatenates the
feature embedding of TCOV and BGRU to learn their com-
plementary relationship (mutual pattern). Thus we propose
a joint connectionist temporal fusion (CTF) mechanism to
utilize the merit of each module. The proposed joint CTC
loss optimization and deep classification score-based decod-
ing fusion strategy are designed to boost performance. With
only once training, our model under the CTC constraints
achieves comparable performance to other existing methods
with multiple EM iterations. Experiments are tested and
verified on a benchmark, i.e. the RWTH-PHOENIX-Weather
dataset, which demonstrate the effectiveness of our proposed
method.
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1 INTRODUCTION

Sign language is widely used in communication with deaf-
mute or some other specified scenarios, such as action-based
applications, e.g., virtual reality (VR) and augmented reality
(AR). It is always accompanied by complicated variations of
hand gesture, skeleton movement, finger orientation and facial
expression [6]. Vision-based sign language recognition is a
challenging task which still has semantic gaps between visual
content and natural language in different modalities. It has
attracted many researchers’ interest. This task is divided into
isolated sign language recognition (ISLR) and continuous sign
language translation (CSLT). ISLR is a video classification
task which builds the mapping between the visual semantics
and vocabulary. Different from ISLR, CSLT is a weakly
supervised task which translates the frame stream in a video
with no extra alignment information to generate correct
ordered words [18, 26]. It means that there is no explicit
correspondence between sign language actions in the video
and words in the sentence label. Therefore, one challenge of
the CSLT problem is to learn each frame classification and
arrange generated words in the correct order.

The solution of CSLT usually contains two important steps:
visual feature extraction and sequential model learning. As
for feature extraction, convolutional neural network (CNN)
models have been proved to be powerful in many computer
vision tasks. For example, the deep residual network (ResNet)
model in [13] has better performance than most other deep
architectures and can extract better features than hand-
craft features in visual classification tasks. Meanwhile, some
3D-CNN models which capture continuous variation on both
spatial and temporal dimensions are widely used in the action
recognition tasks [31]. In this paper, we adopt a 3D ResNet
model (i.e., the C3D model embedded ResNet, denotes as
C3D-ResNet) to obtain clip features of sign language videos.

After feature extraction, there are many sequential learn-
ing models. One of the basic architectures is recurrent neural
network (RNN) [8] which utilizes hidden units to transmit
context information. It has shown a significance in the dynam-
ic sequential data learning. For example, 2D CNN features
extracted by VGG [28] and GoogleNet [30] are fed into a
bidirectional RNN model with long short-term memory (L-
STM) [14] to generate words [5]. In addition to various RNN
models, some approaches adopt convolution operations to
capture the dynamic sequence variation, such as the tempo-
ral convolutional neural network (TCN) in [27]. This idea
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Figure 1: Overview of the proposed CTF (Connectionist Temporal Fusion) framework. Given a video, we
firstly extract 3D CNN clip features by the C3D-ResNet model. Then we feed the features into both temporal
convolution (TCOV) and bidirectional GRU (BGRU) modules to obtain word classification scores of each clip.
After that, a FL module is designed to obtain the complementary relationship between the short-term TCOV
and the long-term BGRU temporal learning. Finally, a joint CTC loss optimization and a deep classification
score-based fusion strategy are proposed to generate much more correct sentences.

is similar to the 𝑛-gram language model [1] in natural lan-
guage processing (NLP) [4]. Thus we propose a temporal
convolution module (TCOV) with the 2-stage convolutional
operation as shown in Figures 1 and 2. Similar to the original
CNN which calculates local spatial relationships among adja-
cent pixels, our TCOV captures the local temporal relation
on adjacent features. Therefore, we employ both TCOV and
BGRU modules to learn sign linguistic in different sequential
transition views. BGRU is good at remaining global context
of the input data, while TCOV concerns much more current
local temporal information by calculating adjacent data. Be-
sides, we design a fusion layer module (FL) with multi-layer
perceptron (MLP) to integrate the feature embedding learn-
ing for further fusion calculation, which aims at modeling
the complementation between the BGRU and TCN.

Finally, we propose a connectionist temporal fusion (CT-
F) mechanism to effectively translate the continuous visual
language in a video into a textual language sentence. On
one side, in the training process, a joint CTC (connectionist
temporal classification) loss optimization is proposed. The
influence of the joint loss are reflected as the following three
aspects: TCOV helps BGRU to pay more attention to current
sub-sequences; BGRU reminds TCOV with the long-term
temporal context; and FL measures the mutual accommoda-
tion extent of TCOV and BGRU. On the other side, three
deep classification score vectors of these modules are fused
to promote the total performance. In a nutshell, our CTF
insures TCOV, BGRU and FL modules mutually relative
(with jointly CTC training) and independent (under each
CTC loss calculation). CTF utilizes the merit of each module.

The main contributions of our method are presented as
follows. Experimental results on a large real-world continu-
ous sign language translation benchmark, RWTH-PHOENIX-
Weather 2014 [18], demonstrate the effectiveness of our method.

∙ We design an end-to-end trainable network which ben-
efits from both TCOV and BGRU modules. BGRU
keeps the long-term temporal context transition pat-
tern (global pattern), while TCOV focuses on short-
term temporal pattern (local pattern) on adjacent clip
features.
∙ We propose a fusion layer with MLP which integrates
different feature embedding representations to learn
the complementary relationship. It measures the mu-
tual accommodation extent of TCOV and BGRU. In
addition, a temporal BN detailed in Figure 3 is con-
tributive by conducting 1-dim normalization at each
fixed feature position across temporal dimension with
sharing parameters. Both them are proved to be very
effective in our experiments.
∙ More importantly, a joint CTC loss optimization and
a deep classification score-based decoding fusion strat-
egy are designed to boost performance. With only
once training, our model under the CTC constraints
achieves comparable performance to other methods
with multiple iterations.

The rest of paper is organized as follows. Section 2 reviews
related work. Our proposed method is described in Section 3.
Section 4 compares our proposed method with other existing
methods and gives experimental analysis. In Section 5, we
conclude the paper.

2 RELATED WORK

Early work usually used hand-craft features with traditional
sequential learning models to address the ISLR problem. For
example, the skeletal data of human body (i.e., depth data)
was fed into classical sequential learning models, such as
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Hidden Markov Model (HMM) [11, 29] and Hidden Condi-
tional Random Fields (HCRF) [35], to recognize action in
videos. Besides depth data, Guo et al. added the histogram
of oriented gradient (HOG) descriptor of hand into an adap-
tive HMM model for improving the accuracy of sign word
classification [9]. Different from ISLR, CSLT is a sequence to
sequence task which translates frame stream in video with
various actions into a series of meaningful words. Koller et
al. extracted sequential features of a video by a 3D-HOG
algorithm and predicted continuous corresponding words by
HMM [18]. In addition to above depth features and various
HOG descriptors, hand shape features were used to solve the
American sign language translation problem [29].

Recently, more and more deep learning-based methods have
been applied to both visual feature extraction and sequential
learning and decoding. They are proved to be robust and
effective in many computer vision tasks [13, 14]. Some deep
learning methods have been used to solve the ISLR and the
CSLR problems. In [19], Koller et al. used GoogleNet [30]
which is a 2D CNN model to extract the feature of each
frame. Huang et al. use the 3D CNN model (C3D) to capture
the spatiotemporal variation of each sign word action in the
video [15].

In sequential learning and decoding process, one of the pop-
ular deep learning-based methods is recurrent neural network
(RNN), including long short-term memory (LSTM) [10, 14],
gated recurrent units (GRUs) [3] and various correspond-
ing bidirectional variants [37]. RNN is widely used in many
sequence tasks such as visual captioning, visual question an-
swering (VQA) [34, 36, 38] and NLP. The other popular way
is temporal convolutional network (TCN), which is proposed
for action location and detection [22]. It calculates adjacent
data by the shared weight filter and produces the short-term
temporal information from sequential data. For example, an
end-to-end trainable bidirectional convolutional neural net-
work architecture (i.e., a temporal convolution model) was
proposed to translate the sign language video [25].

To solve the matching problem of input and output se-
quences with different lengths, the connectionist temporal
classification function (CTC) is popularly used in unequal
sequence alignment tasks, such as speech recognition, text
recognition, ect. [7]. CTC is also appropriate to deal with the
CSLT problem as its difficulty lies in the lack of supervision
on accurate temporal segmentation which is the same as
speech recognition, but for sign word alignment in the video.
Furthermore, the Expectation-Maximization (EM) [23] opti-
mization has been used to obtain better performance [19, 26].
Some work integrated both EM and CTC into a deep learning-
based translation model [19, 26]. At M-step, the translated
model is trained with CTC optimization and predicts pseu-
do classification labels at frame level. And at E-step, these
pseudo labels are used to optimize another feature extraction
model. Therefore, if the translated model obtains better fea-
tures, the translated performance can be gradually improved
with much more reliable pseudo classification labels.

Our most related work is proposed in [5] which uses the
bidirectional LSTM (BLSTM) and convolution operation to

encode video frames and decode the embedded features to
words. It also takes the CNN idea to generate the word classi-
fication probabilities in a different view of RNN. Meanwhile,
in the training process, the EM iteration is used to fine-tune
the feature extraction model with pseudo labels generated by
CTC prediction at frame level. By contrast, in our proposed
method, at first, we design an end-to-end trainable network
which still combines the ideas of CNN and RNN (i.e., TCOV
and BGRU modules) in the later explanation in Section 3 but
adds a new fusion layer to further learn their complementary
relationship. Secondly, we don’t use the EM iteration in our
framework. We just design a joint CTC operation with once
training to constrain the balance of each CTC optimization
of these modules (i.e., TCOV, BGRU and FL). Finally, in the
testing stage, we adopt a deep classification score-based de-
coding fusion to utilize the merit of each module. Our results
outperform the state-of-the-art with only once end-to-end
training by the proposed CTF framework.

3 OUR METHOD

The architecture of our proposed method is described in Fig-
ure 1. Given a sign language video 𝒱 and the corresponding
sentence label with 𝐿 words 𝒴 = {𝑦1, 𝑦2, ..., 𝑦𝐿}, we firstly
split the video 𝒱 into 𝑀 clips 𝒞 = {𝑐𝑖}𝑀𝑖=1 with equal clip
lengths and extract each clip feature by the C3D model em-
bedded with Residual Network (C3D-ResNet) [13]. Then we
feed the clip features into both a temporal convolutional
(TCOV) module and a bidirectional GRU (BGRU) mod-
ule. In addition, we design a fusion layer (FL) module to
learn the complementary relationship of TCOV and BGRU
modules. Each above mentioned module is optimized by a
CTC loss function. We train our model with a joint CTC
loss learning strategy. In the testing stage, a connectionist
temporal fusion strategy 𝑂𝑓𝑢𝑠𝑖𝑜𝑛 = 𝑠𝑐𝑜𝑟𝑒{𝑂𝑡𝑐𝑜𝑣, 𝑂𝑏𝑔𝑟𝑢, 𝑂𝑓𝑙}
is proposed to improve the performance of the translation,
where 𝑂𝑡𝑐𝑜𝑣, 𝑂𝑏𝑔𝑟𝑢, and 𝑂𝑓𝑙 are respective outputs (i.e. clas-
sification score vectors) of TCOV, BGRU and FL modules.

3.1 Feature extraction by C3D-ResNet

Compared with the 2D-CNN, 3D-CNN considers both spatial
and temporal relationships across sequential frames in the
video [31]. The ResNet model embedded into 3D CNN models
has been proved its effectiveness in many action recognition
and detection tasks [12]. It has a strong ability for video
representation. In this paper, we adopt the C3D-ResNet
model 1 to generate the representation of each clip as follow.
Denoting the video with 𝑁 frames as 𝒱 = {𝑣𝑖}𝑁𝑖=1, we split
𝒱 into clips by dividing operation with sliding window size 𝑙
and the overlap size 𝑜. And the number of clips is calculated
by 𝑀 = ⌊𝑁−𝑜

𝑙−𝑜
⌋, where function ⌊𝑥⌋ returns the max integer

that is less than 𝑥. Then all clips are represented by the
18th-layer output of C3D-ResNet as

ℱ = {𝑓1, 𝑓2, ..., 𝑓𝑀} = {Ω𝜃(𝑐𝑖)}𝑀𝑖=1 (1)

1https://github.com/kenshohara/3D-ResNets-PyTorch
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where model parameter 𝜃 of C3D-ResNet Ω is initialized by
the pre-trained model on an ISLR dataset in [26, 40], and
𝑓𝑖 ∈ R𝑑 is the feature vector of the 𝑖-th clip. In this paper,
we set 𝑑 = 512, 𝑙 = 8 and 𝑜 = 4, which means half of the
frames overlap between the adjacent clips.

3.2 The main framework

Temporal-COV Module: Motivated by the 𝑛-gram lan-
guage model used in the NLP (i.e., Natural Language Process-
ing) task, we design a temporal convolution (TCOV) module
to learn the embedding semantics of contiguous features. In
the TCOV module, we conduct the convolution operation
with 𝑛-item contiguous features. Actually, it calculates local
convolutional information of adjacent clip features in the
view of short-term temporal relation.

Given the clip features ℱ ∈ R𝑑×𝑀 , we transform it to ℱ ′ ∈
R𝑀×𝑑. As depicted in Figure 2, there are 2-layer convolution
operations. The TCOV module can be summarized as follow:

𝑄′ = {𝑞′𝑖}𝑀𝑖=1 = 𝐶𝑂𝑉Φ2 [𝐶𝑂𝑉Φ1(ℱ)]

𝑄 = {𝑞𝑖}𝑀𝑖=1 = 𝐹𝐶𝛿1(𝑄
′) = 𝑄′ ·𝑊1 + 𝑏1

(2)

where Φ1, Φ2, and 𝛿1 respectively denotes the model param-
eters of COV1, COV2 and a full connected (the 1st FC in
Figure 1, denoted as FC1) layers.
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Figure 2: Illustration of temporal convolution opera-
tions in the TCOV module. With the filter number
𝑐ℎ1 and 𝑐ℎ2, we learn the feature embedding trans-
formation with twice 2-gram (2-item) temporal con-
volution operations.

If we set the parameter format of a convolution layer as
(number of channels, height, width, stride, padding), the
first COV layer was set as (𝑐ℎ1, 𝑛, 𝑑, 1, 1) and the second
COV layer has parameters (𝑐ℎ2, 𝑛, 𝑐ℎ1, 1, 0), where 𝑛 is
the number in 𝑛-gram setting, we set 𝑛=2 in the paper;
and 𝑐ℎ1 and 𝑐ℎ2 are respective filter numbers of COV1 and
COV2, we set 𝑐ℎ1 = 1024 and 𝑐ℎ2 = 2048. To maintain
the consistence to the temporal dimension 𝑀 , we set the
padding parameter in COV1 as 1 and strides 𝑠1 = 𝑠2 = 1.
As described in Figure 2, ℱ ′′ = 𝑝𝑎𝑑𝑑𝑖𝑛𝑔(ℱ ′) is in the size
of [1 + 𝑀 + 1, 512], and by the stride operation, it finally
returns to 𝑀 on the height dimension again. Thus we have
COV1 with parameters [1024, 2, 512, 1, 1] and COV2 with
[2048, 2, 1024, 1, 0]. In fact, TCOV gradually magnifies the
embedding representation of visual features with contiguous

𝑛-items. We try to learn more detailed semantics on visual
features on temporal dimension by convolution operations.
Until now, the output of temporal convolutional network is
in size of [𝑀, 2048]. Besides, we also use the normal function
ReLU [21] and the Batch normalization (BN) operation [17]
after each convolution layer to avoid training over-fitting and
boost the training speed in our experiments.

After 2-stage convolution operations, a fully connected
layer is used to calculate the classification score vector of each
clip. The dimension of weight matrix 𝑊1 is set as [2048, 𝑘]
and bias 𝑏1 is a [𝑘]-dim vector, where the 𝑘 is the size of
vocabulary 𝑉 𝑜𝑐. Finally, the output of the TCOV module is
in size of [𝑀,𝑘].

Here we specially introduce the usage of BN in our paper.
Traditional BN calculates normalization elements of a whole
image feature map and updates the BN parameters 𝛾 and
𝛽 during the training process. The output of BN is always

calculated by 𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑖𝑛𝑝𝑢𝑡−𝑚𝑒𝑎𝑛[𝑖𝑛𝑝𝑢𝑡]√
𝑉 𝑎𝑟[𝑖𝑛𝑝𝑢𝑡]

*𝛾+𝛽, where 𝑖𝑛𝑝𝑢𝑡

is an image feature map. But in this part, we adopt a one-
dimensional BN strategy on the temporal dimension. Taking
the clip feature matrix ℱ ′ ∈ R𝑀×𝑑 as an example, as shown
in Figure 3, the 1-dim BN is conducted on a fixed feature
dimension to measure the normalization relation across tem-
poral dimension, where 𝑖𝑛𝑝𝑢𝑡 for the proposed BN is a 𝑀 -dim
vector. As the feature dimension is 𝑑, we implement 𝑑 times
BN operations on ℱ ′ with the same sharing BN parameters.
Here the temporal BN is not used for feature normalization,
but for clip normalization on each fixed feature dimension.
It still belongs to considering the temporal relation but with
the convolutional calculation way.

Feature Sequence in BGRU

Transposed Feature Matrix
in TCOV

1-dim temporal BN

d times BN

…

…

d*M…

f1 fMf2

M*d

…

f1

fM

f2

1-dim
 tem

poral B
N

d
tim

es BN

……

Figure 3: Illustration of 1-dim temporal BN.

Bidirectional-GRU Module: In addition to the above
mentioned TCOV in the view of short-term temporal convolu-
tion operations with 𝑛-items, we propose a bidirectional-GRU
(BGRU) module to handle the global sequence learning on
strict long short-term temporal dimension. Compared with
classical unidirectional RNN models [3], the basic BGRU
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model alleviates gradient disappearance and has the ability
to model much more longer temporal dependency. Here we
use a basic BGRU unit to calculate both the forward pass of
sequential clip features from 𝑖 = 1 to 𝑀 and the backward

pass from 𝑖 = 𝑀 to 1. Defining the
−→
ℎ𝑖 and

←−
ℎ𝑖 as the forward

and the backward outputs of a BGRU unit, the output of
𝑖-th clip by the BGRU layer is concatenated as:

ℎ𝑖 = [
−→
ℎ𝑖 ,
←−
ℎ𝑖 ] (3)

where we set the hidden unit sizes of both
−→
ℎ𝑖 and

←−
ℎ𝑖 to 2048

in the paper, thus ℎ𝑖 is a 4096-dim vector.
After the BGRU layer, we also take ReLU and BN op-

erations as in the TCOV module to speed up the training
process and promote the performance of training. As shown
in Figure 3, the same temporal BN is conducted on the clip
dimension (i.e. temporal dimension) in BGRU module. Be-
sides, we set two full connected layers (FC2 and FC3) followed
by the same function (4):

𝑃 = {𝑝𝑖}𝑀𝑖=1 = 𝐹𝐶𝛿(𝐻) = 𝐻 ·𝑊 + 𝑏 (4)

where 𝐻 is the input variable feeded into the FC2 or the FC3

layer, and the model parameters 𝛿2|[𝑊2, 𝑏2] and 𝛿3|[𝑊3, 𝑏3]
respectively correspond to FC2 and FC3.

There are different settings of TCOV and BGRU mod-
ules, which result in the dimension of feature embedding
repressions transformed as 512-1024-2048 in TCOV, while
512-4096-8192 in BGRU. The reason is that to obtain a better
performance, we should better gradually increase the feature
mapping dimension to meet the spatial expanding charac-
teristic of convolutional operation; but as for the sequential
learning RNNmode, 4096 is the hidden unit size of BGRU and
in normal situation, RNN models usually have better perfor-
mance with larger hidden unit size. Thus we set the maximum
value under the up-limit of calculation capacity of GPU. Un-
der the same condition, we set 𝑊2 ∈ [8192, 4096], 𝑏2 ∈ [4096].
Finally, the dimension of weight matrix 𝑊3 is set as [4096, 𝑘]
and bias 𝑏1 is a [𝑘]-dim vector. The output of the BGRU
module is in size of [𝑀,𝑘] too.

Fusion Layer (FL) Module: To discover more deeply
latent complementary relationship between the short-term
TCOV and the long-term BGRU modules, a fusion layer
module based on MLP is designed. Note that the last FC
layer in either TCOV or BGRU module is severed for out-
putting the word classification score vector for later CTC
calculation. If we try to get the appropriate feature embed-
ding representations in both TCOV and BGRU for fusion, we
have to go back to former steps in our model as in Figure 1.
From the prior setting, the outputs of the “RELU” layer in
TCOV and BGRU are respectively in size of [𝑀, 8192] and
[𝑀, 2048], therefore the concatenated input for FL is in size
of [𝑀, 10240].

The full connected layers (FC4 and FC5) in this module
follow formula (4) too, where 𝛿4|[𝑊4, 𝑏4] and 𝛿5|[𝑊5, 𝑏5] are
the model parameters of this proposed MLP structure. We
set 𝑊4 and 𝑊5 to the sizes of [10240, 1024] and [1024, 𝑘], re-
spectively. In this part, we also adopt ReLU and the proposed
1-dim temporal BN to this FL module.

3.3 CTC optimization and score fusion

CTC optimization: In this paper, connectionist temporal
classification (CTC) is an objective function to find a decoded
sentence 𝒴 with the maximum sum of probabilities of various
alignments {𝜋} between input and target sequences [7]. It
focuses on the correct word order without strict feature
alignment boundaries corresponding to sequential words in a
sentence. In other words, CTC is a measurement metric for
weakly-supervised learning.

Given a input sequence as 𝒳 , the probability of a CTC
alignment path 𝜋 is defined as follow:

𝑝(𝜋|𝒳 ) =
|𝒳|∏︁
𝑗=1

𝑝(𝜋𝑗 |𝒳 ), ∀𝜋𝑗 ∈ 𝑉 𝑜𝑐′ (5)

where 𝜋 has the same sequence length as 𝒳 , 𝜋𝑗 is the 𝑗-
th element of 𝜋 and |𝒳 | is the sequence length of 𝒳 . Here
𝑉 𝑜𝑐′=𝑉 𝑜𝑐 ∪ {‘ ’}. CTC introduces a new “blank” label (‘ ’)
into vocabulary 𝑉 𝑜𝑐.

To transform 𝜋 into a variable sentence 𝒴, CTC introduces
a many-to-one mapping operation ℬ which removes “blank”
and repeated words in 𝜋, e.g., ℬ( a a book)= {a book}.
Therefore, the probability of a labeling 𝒴 = (𝑦1, 𝑦2, ..., 𝑦𝐿)
with 𝐿 words is calculated as the sum of the probabilities of
all word alignments corresponding to it:

𝑝(𝒴|𝒳 ) =
∑︁

𝜋∈ℬ−1(𝒴)

𝑝(𝜋|𝒳 ) (6)

where ℬ−1(𝒴) = {𝜋|ℬ(𝜋) = 𝒴}.
Finally, taking clips 𝒞 = {𝑐𝑖}𝑀𝑖=1 as the input 𝒳 , the CTC

loss is defined as follow:

ℒ𝐶𝑇𝐶 = − log 𝑝(𝒴|𝒞) (7)

We propose a joint CTC end-to-end training optimization
for the sequence to sequence learning with unequal video
lengths. It combines three CTC losses from TCOV, BGRU
and FL modules to jointly learn the short-term, the long-term
and the mutual complementary relation as follow:

ℒ = 𝜌1ℒ𝐶𝑇𝐶(𝑡𝑐𝑜𝑣) + 𝜌2ℒ𝐶𝑇𝐶(𝑏𝑔𝑟𝑢) + 𝜌3ℒ𝐶𝑇𝐶(𝑓𝑙) (8)

where 𝜌1, 𝜌2 and 𝜌3 are hyper-parameters controlling the
weight of each module. 𝜌1, 𝜌2, and 𝜌3 are discussed in our
experiments. We train the model by ADAM optimization
with an initialized learning rate 10−4, weight decay 0.00001,
and beats ranging from 0.5 to 0.999. After training 30 epochs,
we reduce the learning rate from 10−4 to 10−5.

Online deep score decoding: In the testing process, we
use a fusion strategy based on deep classification scores to
decode a generated sentence. With the outputs of the 𝑖-th clip
in TCOV, BGRU and FL modules {𝑂𝑡𝑐𝑜𝑣,𝑖, 𝑂𝑏𝑔𝑟𝑢,𝑖, 𝑂𝑓𝑙,𝑖}∈
R[𝑀,𝑘], we use the softmax operation to normalize each CTC
score vector, and sum different normalized score vectors as
follow:

𝑂𝑗
𝑓𝑢𝑠𝑖𝑜𝑛,𝑖 =

1

|𝑀𝑜|
∑︁

𝑚𝑜∈𝑀𝑜={𝑡𝑐𝑜𝑣,𝑏𝑔𝑟𝑢,𝑓𝑙}

𝑒𝑂
𝑗
𝑚𝑜,𝑖∑︀𝑘

𝑗′=1 𝑒
𝑂

𝑗′
𝑚𝑜,𝑖

(9)
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where 𝑗 denotes the 𝑗-th position in a score vector, 𝑀𝑜 is
the module set {TCOV, BGRU and FL}, and here |𝑀𝑜|=3.

As for the decoding phase, we used the function argmax on
𝑂𝑓𝑢𝑠𝑖𝑜𝑛,𝑖 and output the 𝑖-th word classification label with
the maximum score value. Thus we obtain 𝑀 word labels and
adopt a 2-stage greedy strategy to remove redundant labels
(i.e., “blank”‘ ’ and continuous repeated words). For example,
delete the “blank ” label at the 1-st stage, “I I have a
a book” → “I I have a a book”. Since that the adjacent
clips have 50% overlapping frames (𝑙 = 8 and 𝑜 = 4) which
is easy to generate redundant labels, we delete continuous
repetitions in the 2-nd stage, e.g., “I I have a a book” → “I
have a book”.

4 EXPERIMENTS

This section introduces a SLT dataset benchmark and evalu-
ation metrics in our experiments. We compare our method
with other existing methods and give experimental analyses
and discussion.

4.1 Dataset and evaluation

We mainly experiment on a German continuous sign language
dataset, namely RWTH-PHOENIX-Weather 2014 [18], which
is a common benchmark for the SLT task. This dataset
contains 6841 videos performed by 9 signers. The details of
the dataset are available in Table 1. Note that the vocabulary
of the TRAIN set does not contain all the words in VAL and
TEST sets. We split the videos in TRAIN/VAL/TEST sets
into 190536/17908/21349 clips, respectively.

Table 1: RWTH-PHOENIX-Weather Dataset.

#TRAIN #VAL #TEST

Num of videos 5672 540 629

𝑉 𝑜𝑐 size 1231 461 497

Word Error Rate (WER) is a metric to measure the simi-
larity between two sentences. Given the pair of a generated
sentence and the ground truth, it counts the least opera-
tions of substitution, deletion, and insertion referenced to the
ground truth as formula ( 10). Lower WER means the fewer
word errors. We denote the number of words in the ground
truth sentence as #𝑛𝑢𝑚 𝑤𝑜𝑟𝑑𝑠. There are two auxiliary e-
valuations “del” and “ins”, which represent the proportions
of deletion and insertion operations calculated as follows:

𝑊𝐸𝑅 =
#𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠 + #𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠 + #𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛𝑠

#𝑛𝑢𝑚 𝑤𝑜𝑟𝑑𝑠
* 100% (10)

𝑑𝑒𝑙 =
#𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠

#𝑛𝑢𝑚 𝑤𝑜𝑟𝑑𝑠
* 100% (11)

𝑖𝑛𝑠 =
#𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠

#𝑛𝑢𝑚 𝑤𝑜𝑟𝑑𝑠
* 100% (12)

4.2 Model validation

This paper focuses on the combined CTC optimization and
fusion. With experimental experiences, we find that our CTF
model with the hyper-parameter settings 𝜌1 = 1, 𝜌2 = 1 and
𝜌3 = 0.5 has the best performance. In this subsection, we
test some main contributions of our CTF model and give
analysis and discussion.

1-dim temporal BN. Under above mentioned hyper-
parameters setting, we test each decoding performance of
TCOV, BGRU and FL modules with the proposed BN. The
proposed BN is contributive to improve the performance
of each module as shown in Table 2. For example, “BGRU
w/o BN” means removing the BN step (without BN) in
the BGRU module, “TCOV w/o BN” and “FL w/o BN”
have the same meanings as “BGRU w/o BN”. With the BN,
the WER performance of the BGRU module reduces from
43.2% to 39.7% and 42.5% to 39.9% on VAL and TEST sets,
respectively. There are also approximate 3% improvement on
the FL module with BN. In addition, the output of the FL
module has the best decoding performance.

Table 2: Comparison on 1-dim temporal BN.

Dataset
BGRU
w/o BN

BGRU
TCOV
w/o BN

TCOV
FL

w/o BN
FL

VAL 43.2 39.7 43.8 42.6 42.5 39.1
TEST 42.5 39.9 41.8 41.6 42.1 39.4

Fusion Layer. This part verifies the effectiveness of the
FL module. “w/o FL” means removing the FC module in
the proposed CTF framework. Thus it is equal to remove
𝐿𝐶𝑇𝐶(𝑓𝑙) in formula 8 and 𝑂𝑓𝑙,𝑖 in formula 9. The influence
of the FL module is shown in the Table 3. Both TCOV
and BGRU combined with FL are optimized slightly by 1%
improvement on VAL and TEST sets. However, FL performs
better than TCOV and BGRU. Especially the CTF model
(Fusion ℒ )using formula 9 with three modules together has
the best performance, which is much better than others.

Table 3: Comparison on Fusion Layer.

Method
VAL TEST

del ins WER del ins WER

w/o
FL

TCOV 13.8 6.3 43.7 13.9 6.5 42.7
BGRU 11.5 7.9 40.7 10.5 8.0 40.3
Fusion ℒ 14.7 5.0 39.5 13.7 4.8 38.2

FL

TCOV 14.9 6.3 42.6 14.4 6.5 41.6
BGRU 10.8 7.3 39.7 9.8 8.1 39.9
FL 11.5 5.8 39.1 11.1 6.4 39.4

Fusion ℒ 12.8 5.2 37.9 11.9 5.6 37.8

Discussion on hyper-parameter 𝜌3. Here we further
discuss the influence of FL in the whole CTF model. To keep
the consistency, we set hyper-parameters 𝜌1 = 1 and 𝜌2 = 1,
and just change 𝜌3 from 0.5 to 5.5. Figure 4 illustrates the
performance curves of different fusion configurations with
various module combinations. Results show that “Fusion” (i.e.

Session: FF-5 MM’18, October 22-26, 2018, Seoul, Republic of Korea

1488



37
39
41
43
45

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
TCOV BGRU FL TCOV+BGRU
BGRU+FL TCOV+FL FUSION

!"#

$%

Figure 4: The Performances on hyper-pamamter 𝜌3.

Table 4: Comparisons with Different CTC Optimiza-
tions.

Method
VAL TEST

del ins WER del ins WER

ℒ𝐶𝑇𝐶 & single FL 14.3 4.9 40.1 13.5 5.1 39.8

ℒ & single FL 11.5 5.8 39.1 11.1 6.4 39.4

ℒ & total CTF 12.8 5.2 37.9 11.9 5.6 37.8

the whole CTF model) stably performs better than others.
𝜌3 = 0.5 is still the best setting for our CTF model. The
reason is that in the CTF model, the most contributive
module is BGRU, and TCOV is a supplementary module.
TCOV and BGRU come to a compromise using FL. But
FL prefers to BGRU. Therefore, if we set a larger 𝜌3, it
is equal to magnify the proportion of BGRU and weaken
the contribution of TCOV. Thus 𝜌3 = 0.5 is an appropriate
weighting value to maintain the activity of TCOV and keep
the diversity and balance of TCOV, BRGU and FL.

Joint CTC Loss optimization. Here we experiment the
end-to-end training of CTF with ℒ𝐶𝑇𝐶(𝑓𝑙) and ℒ, respec-
tively. As shown in Table 4, we just take the measurement
on CTC score outputs of both single module FL and total
CTF. We know that the outputs of single FL with ℒ has
slight WER improvement than ℒ𝐶𝑇𝐶(𝑓𝑙). There is more than
2% improvement on deletion operations, while -1% negative
effect on insertion operations. It means under ℒ, FL can
effectively eliminate redundant words with jointly short-term
and long-term context considerations, but still needs the help
of TCOV which has a strong capability on recognizing some
special new words with local semantics (mostly corresponding
to insertion operations). To fix this insufficiency, we validate
score-based decoding fusion below. Anyhow total CTF with ℒ
still has an obvious improvement on the performance WER.

Score fusion. With the best hyper-parameter setting
𝜌1 = 1, 𝜌2 = 1 and 𝜌2 = 0.5, we discuss the fusion perfor-
mances with different module configurations by formula (9).
As shown in the Table 5, the combination of two modules
({TCOV, BGRU}, {TCOV, FL} or {BGRU, FL}) performs
better than the single module (TCOV, BGRU or FL), and the
combination of three modules together for fusion is the best

Table 5: Comparison on Score Fusion.

Fusion Module Set
VAL TEST

del ins WER del ins WER

{TCOV} 14.9 6.3 42.6 14.4 6.5 41.6
{BGRU} 10.8 7.3 39.7 9.8 8.1 39.9
{FL} 11.5 5.8 39.1 11.1 6.4 39.4

{TCOV, BGRU} 13.3 5.5 38.2 12.0 5.9 38.1
{(TCOV, FL} 13.5 5.4 39.1 12.9 5.4 38.9
{BGRU, FL} 11.6 5.8 38.2 10.7 6.5 38.5

{TCOV, BGRU, FL} 12.8 5.2 37.9 11.9 5.6 37.8

configuration. This result validates the complementary rela-
tionship of each module. The proposed score fusion utilizes
the advantage of each module.

An example is shown in Figure 5. Given a video with 27
clips, we decode multiple sentences according to the outputs
of modules TCOV, BGRU, FL and the total CTF framework.
Referenced to “ground-truth”, the values of the evaluation
metric WER of BGRU, TCN, FL and our CTF are 16%,
50%, 16% and 0% respectively. BGRU is good at segmenting
continuous clip regions for word alignment. TCOV excels at
discovering special new words with local semantics among
adjacent features, such as recognizing words “NOCH”, “DON-
NERSTAG” and “IN-KOMMEND” at clips 16,19 and 21. FL
is a compromise between TCOV and BGRU. In this example,
FL almost votes to BGRU. Finally, with score fusion, our
CTF trusts TCOV with word “IN-KOMMEND” at clip 19,
while standing at the side of BGRU and FL at clips 16 and
21. It demonstrates the effectiveness of our CTF model.

4.3 Comparison with other existing
methods

As shown in Table 6, “r-hand’, “traj’ and “face” respective-
ly denote extracting feature descriptors from “right hand”
images, “trajectory motion” with skeletal information and
“face” images. “Extra supervision” means utilizing additional
offline optimizations, such as using multiple EM iterations
on a hybrid CNN-HMM framework for weak supervision [18–
20]. Here we analyze the differences among these models.
Both HOG-3D [18] and CMLLR [18] belong to traditional
HMM-based learning with different hand-craft features. Then
turning to deep features, Cui et. al. proposed a three-step
training optimization [5]. In [2, 19], both hand features and
global image features were used to solve the CSLT prob-
lem. [16] introduced a hierarchical attention mechanism. And
the model in [26] is trained five times by the EM optimization
procedure. Our proposed method has just one-step training
using only global image features without any other optimiza-
tion except for the joint CTC-based fusion. And our result
outperforms the state-of-the-art with only once end-to-end
training. Our method is effective and competitive.

Besides, we also verify the generalization of our method
on a Chinese sign language dataset [16]. We split the dataset
into training and testing sets as in [16]. Experimental results
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Ground-truth MITTWOCH WECHSELHAFT AUCH DONNERSTAG WEITER WECHSELHAFT

MITTWOCH WECHSELHAFT AUCH NOCH DEUTSCH DONNERSTAGRUSSLAND WEITERIN-KOMMEND _

BGRU WER: 16%
TCOV WER: 50%

FL WER: 16%
OUR CTF WER: 0%
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Figure 5: An example of generated sentences by different modules in our CTF model.

Table 6: Compared with other existing methods on RWTH-PHOENIX-Weather Dataset.

Method
Extra Modality VAL TEST

supervision r-hand traj face del / ins WER del / ins WER

HOG-3D [18]
√

25.8 / 4.2 60.9 23.2 / 4.1 58.1
CMLLR [18]

√ √ √
21.8 / 3.9 55.0 20.3 / 4.5 53.0

1-Mio-Hands [19]
√ √

19.1 / 4.1 51.6 17.5 / 4.5 50.2
1-Mio-Hands [18, 19]

√ √ √ √
16.3 / 4.6 47.1 15.2 / 4.6 45.1

CNN-Hybrid [20]
√ √

12.6 / 5.1 38.3 11.1 / 5.7 38.8
Staged Optimization [5]

√
13.7 / 7.3 39.4 12.2 / 7.5 38.7

SubuNets [2]
√

14.6 / 4.0 40.8 14.3 / 4.0 40.7
Dilated CNN [26] 8.3 / 4.8 38.0 7.6 / 4.8 37.3

LS-HAN [16] - - - 38.3

OUR CTF 12.8 / 5.2 37.9 11.9 / 5.6 37.8

Table 7: Evaluation on a Chinese sign language dataset

Method LSTM [33] S2VT [32] LSTM-A [38] LSTM-E [24] HAN [37] DTW-HMM [39] LS-HAN [16] OUR CTF

WER 26.4 25.5 24.3 23.2 20.7 28.4 17.3 11.2

are shown in the Table 7. DTW-HMM belongs to tradition-
al HMM-based sequential learning, and other LSTM-based
methods all adopted the encoding-decoding framework wide-
ly used in NLP domain. Among these methods, HAN and
LS-HAN introduced the attention mechanism to measure the
influences of all input sources to current decoding position.
By contrast, we propose a novel view to address the CSLT
problem. Our model directly decodes the classification label
along temporal dimension of the input sequence. We focus on
word alignment with the joint CTC-based loss optimization
and score fusion by integrating temporal-COV, BGRU and
FL modules. Experimental results demonstrate our CTF has
already improved by 6.1% of WER.

5 CONCLUSION

This paper proposes a connectionist temporal fusion optimiza-
tion for sign language translation. Considering different prop-
erties of TCOV, BGRU and FL modules, it simultaneously
captures the short-term, long-term and complementary rela-
tion among sequential clip features in a given sign language
video. In the process of training, we conduct the joint CTC
loss optimization; and as for the testing process, we use an on-
line fusion strategy on the deep classification scores to decode

the video into languages. Experiments on a large continuous
sign language benchmark RWTH-PHOENIX-Weather-2014
dataset verify the effectiveness of our proposed method com-
pared with the state-of-art work. For the future work, we will
focus on integrating other optimizations into our framework,
such as attention-based models or EM iterative optimization.
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