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ABSTRACT
Video Question Answering (VideoQA) is a challenging problem,
as it requires a joint understanding of video and natural language
question. Existing methods perform correlation learning between
video and question have achieved great success. However, previous
methods merely model relations between individual video frames
(or clips) and words, which are not enough to correctly answer
the question. From human’s perspective, answering a video ques-
tion should first summarize both visual and language information,
and then explore their correlations for answer reasoning. In this
paper, we propose a new method called Pairwise VLAD Interac-
tion Network (PVI-Net) to address this problem. Specifically, we
develop a learnable clustering-based VLAD encoder to respectively
summarize video and question modalities into a small number of
compact VLAD descriptors. For correlation learning, a pairwise
VLAD interaction mechanism is proposed to better exploit comple-
mentary information for each pair of modality descriptors, avoiding
modeling uninformative individual relations (e.g., frame-word and
clip-word relations), and exploring both inter- and intra-modality
relations simultaneously. Experimental results show that our ap-
proach achieves state-of-the-art performance on three VideoQA
datasets: TGIF-QA, MSVD-QA, and MSRVTT-QA. Visualization
results further validate the interpretability of our method.

CCS CONCEPTS
• Computing methodologies→ Computer vision; • Informa-
tion systems → Question answering.
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1 INTRODUCTION
Intelligent conversation referring to both vision and language has
emerged as a prospective research topic in the computer vision
community, such as visual question answering (VQA) [1, 37], visual
dialog [4, 12, 13, 22] and video question answering (VideoQA) [18,
24, 31, 33]. Compared with image QA tasks where a question is
just about a static image, VideoQA is more challenging due to two
reasons: (1) a video tends to have substantial redundant information,
and how to summarize core sequential clues in the video has been
rarely studied; (2) answering a video-related question (e.g., action
counting and state transition) requires both appearance and motion
information; and it is still difficult to establish the complex semantic
connections between textual and various visual information.

For VideoQA, early works focus on sequential learning. A com-
mon practice [18] is to use RNN-based encoders to respectively
encode video and word sequences, and then fuses the encoded
features to reason the answer. However, RNNs have the weakness
in utilizing long-distant information because of the gradient van-
ishing problem. To address this issue, Memory Networks [2, 7, 9]
are introduced for VideoQA, which can cache different parts of
sequence information in the memory slots and include long-term
information.

Recent efforts towards VideoQA try to uncover latent correla-
tions between video frames and question words with attention
mechanisms. As illustrated in Fig. 1, previous attention approaches
can be divided into three categories: (1) Self-attention [35] aggre-
gates semantics inside each modality to model the intra-modality
relations; (2) The co-attention mechanism [25] aggregates seman-
tics from the other modality to model the inter-modality relations;
(3) The intra-inter modality attention [26] models the relations
within and across multiple modalities. Despite the success, these
attention approaches were only proposed for modeling the rela-
tions between video frames and question words; thus, correlation
learning requires large GPU memories because it needs to model
relations between every pair. In addition, as videos contain sub-
stantial redundant information, simply modeling relations between
individual video frames and words can be suboptimal for answer
reasoning.

To model more complex multi-modal correlations, we propose
a novel Pairwise VLAD Interaction Network (PVI-Net), to tackle
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Figure 1: Different attention flows for VideoQA. In our so-
lution (d), we first summarize each input modality into a
small number of VLAD descriptors, and then simultane-
ously model intra- and inter-modality relations in a pair-
wise fashion.

the problem in two main steps. First, summarizing core seman-
tic clues in each modality stream (frame/clip/word feature
sequences). To this end, we extend the orderless clustering-based
VLAD technique [19] for VideoQA. We propose a Long Short-term
aware VLAD (LS-VLAD) encoder to achieve long-term temporal fea-
ture summarization with short-term temporal clues awareness. As
shown in Fig. 1 (d), the LS-VLAD encodes each input modality into
a small number of VLAD descriptors. Each descriptor can be formu-
lated as the weighted aggregation over the entire feature sequence,
which summarizes certain aspect of each modality from a global
perspective and therefore contains richer context semantics com-
pared with individual frame, clip, and word features. Second, es-
tablishing multi-modal correlations on summarized VLAD
descriptors. As shown in Fig. 2, a pairwise interaction module
is designed to model the relations between each pair of modality
descriptors, and the outputs are divided into several interacted
tensors according to the guided modality. Each interacted tensor
captures both intra- and inter-modality relations, and is then fused
with modality importance weights. The comprehensive interaction
clues help the model achieve better answer reasoning.

Our main contributions can be summarized as follows: (1) We
develop a learnable clustering-based VLAD encoder for modality
summarization, which helps explore the multi-modal correlations
from global perspectives and avoids capturing too much uninfor-
mative individual relations; (2) We propose a novel multi-modal
interaction mechanism called pairwise VLAD interaction, which
compute interactions between each pair of modality descriptors,
capturing both intra- and inter-modality relations simultaneously;
(3) Extensive experiments on TGIF-QA [18], MSVD-QA [41], and
MSRVTT-QA [41] datasets demonstrate the superiority of the pro-
posed PVI-Net compared against state-of-the-art methods. Ablation
studies and qualitative visualizations also verify each component
of PVI-Net.

2 RELATEDWORK
Feature Aggregation for Videos. For video feature aggregation,
several approaches have been investigated, such as simple ag-
gregation – average or maximum pooling [36], recurrent neural
networks (e.g., RNN, LSTM, and GRU [17, 18]), and conventional
clustering-based approaches (e.g., BoVW [32], Fisher Vector [29],
and VLAD [19]). Simple aggregations neglect the temporal struc-
ture of video. Recurrent aggregations have the weakness of gradient
vanishing along temporal dimension. About clustering-based ag-
gregations, recent works try to develop these techniques in a deep
learning manner [11, 40, 44]. The technical point is to realize train-
able aggregation neural networks via backpropagation rather than
classical𝐾-means clustering. In this paper, we investigate the VLAD
aggregation with trainable networks for VideoQA.

MainTechniques forVideoQA.Recent approaches for VideoQA
focused on sequential learning and correlation learning. We re-
view the existing approaches as follows: (1) RNN/Memory-based
models are typical methodologies for sequential learning, such as
co-memory network [9], heterogeneous memory network [7], and
augmented memory network [2]. (2) Graph-based models are re-
cently popular methodologies for correlation learning among multi-
modalities, such as location-aware graph [16] and heterogeneous
graph [20]. (3) Conditional Relation Network (CRN) is another re-
lational learning methodology [23], introducing a reusable CRN
neural unit in a hierarchy stack to realize high-order relational
learning and multi-step reasoning

Attention-basedApproaches forVideoQA.Ourwork ismostly
related to the attention-based approaches. Many correlation learn-
ing approaches using attention mechanisms to aggregate interac-
tion information. Gao et al. [10] applied co-attention to model the
relation between each word and video frame pairs. Li et al. [25] ex-
tended single-path co-attention to multi-path pyramid co-attention
with diversity learning. Zha et al. [43] proposed spatio-temporal
co-attention to focus on the question-relevant regions in frames
and the relevant frames within videos. Transformer [35] proposed
to use the self-attention mechanism to model the relationship inside
each modality, which has been widely applied in various research
topics. For VideoQA, Jin et al. [21] developed a multi-interaction
network to capture both element-wise and segment-wise modality
interactions. Li et al. [26] combined self-attention with co-attention
to model relationships within and across video frames and question
words.

Compared to previous methods, our proposed Pairwise VLAD
Interaction Network (PVI-Net) has two distinctive characteristics:
(1) PVI-Net does not model relations from the large number of indi-
vidual visual-word pairs but from the small number of summarized
VLAD descriptors, which can capture high-level cross-modality
interactions with smaller modal capacity; (2) modality interactions
are performed in a pairwise fashion, both intra- and inter-modality
relations are learned simultaneously.

3 PROPOSED METHOD
The overall pipeline of the proposed PVI-Net is shown in Fig. 2,
which consists of three components: (1) Modality Summarization
via VLAD Encoder (Sec. 3.1), which aims to summarize each input
modality into a few compact VLAD descriptors; (2) Correlation
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Figure 2: An overview of the proposed Pairwise VLAD Interaction Network (PVI-Net). Firstly, we use a generic VLAD encoder
to summarize each input modality into a few VLAD descriptors. Subsequently, we explore correlations between each pair of
modality descriptors and construct interacted tensor for each guidedmodality. Amodality-wise tensor fusion is then executed
to aggregate each tensor into a interacted descriptor. Finally, the interacted descriptors are gated fused for answer prediction.

Learning on Multi-modality VLAD Descriptors (Sec. 3.2), which is a
two-stage procedure. In the first stage, in parallel to model interac-
tions between each pair of modality descriptors and construct three
interacted tensors. In the second stage, each tensor is weighted
fused into interacted descriptors; and (3) Context-Gating & Answer
Decoding (Sec. 3.3), which combines interacted descriptors and
further recalibrates it with a learned gate for capturing context
clues, which are most relevant to the answer.

3.1 Modality Summarization via VLAD
Encoder

In this work, the summarization idea expands the temporal repre-
sentation learning of both video and question.We adopt a clustering-
based aggregation scheme - VLAD [19], to summarize core semantic
clues across the entire feature sequence of each modality. The clus-
tering characteristics of VLAD helps to eliminate redundant and
uninformative clues in the feature sequence and ensure diversity
with multiple to-be-learned descriptors (clusters).

Backbone. Conventional VLAD [19] is designed for aggregat-
ing isolate features, its cluster centers {𝑐𝑘 }|𝐾𝑘=1 are obtained in an
unsupervised approach (e.g., 𝐾-means), and maps each feature to
the nearest 𝑐𝑘 ∈ R𝑑𝑥×1 as Eq. (1). However, its clustering manner
leads to the non-differentiable problem. To address this issue, we
redesign a RVLAD [6] for temporal feature summarization, which
removes residual and uses a soft-assignment tactic. Given a feature
sequence 𝑋 = [𝑥1, ..., 𝑥𝑇 ] ∈ R𝑑𝑥×𝑇 , RVLAD aims to model the cor-
relation between 𝑋 and 𝐾 clusters rather than learning the cluster
centers themselves. RVLADmaps each feature of𝑋 to 𝐾 latent clus-
ters with a 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 distribution matrix 𝑅 ∈ R𝑇×𝐾 , and obtains
summarized descriptors 𝑋 = [𝑥1, · · · , 𝑥𝐾 ] ∈ R𝑑𝑥×𝐾 . In 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒
𝑅, each element 𝑟𝑘 (𝑥𝑡 ) indicates a normalized relevance weight of
original 𝑥𝑡 to the 𝑘-th cluster. Each descriptor 𝑥𝑘 is computed with
weighted sum across the entire feature sequence as Eq. (2):

VLAD𝑘 (𝑋 ) =
𝑇∑
𝑡=1

𝑟𝑘 (𝑥𝑡 ) · (𝑥𝑡 − 𝑐𝑘 ), (1)


𝑟𝑘 (𝑥𝑡 ) = 𝑒

𝑤⊤
𝑘
𝑥𝑡 +𝑏𝑘∑𝑇

𝑗=1 𝑒
𝑤⊤
𝑘
𝑥𝑗 +𝑏𝑘

,

RVLAD𝑘 (𝑋 ) =
∑𝑇
𝑡=1 𝑟𝑘 (𝑥𝑡 ) · 𝑥𝑡 ;

(2)

where {𝑤𝑘 } and {𝑏𝑘 } are sets of trainable parameters for each
cluster 𝑘 .

Long Short-term aware VLAD Encoder. In our solution, for
temporal feature summarization, we approval the viewpoint of
understanding the local temporal clues first and then capturing the
long-range dependencies.

1) Short-term Awareness. To extract temporal clues at current
timestamp, we observe the current frame, clip, or word 𝑥𝑡 with a
time sliding windowW = 2Δ𝑇 + 1, namely backward and forward
Δ𝑇 ranges, [𝑥𝑡−Δ𝑇 , · · · , 𝑥𝑡 , · · · , 𝑥𝑡+Δ𝑇 ]. Here, to achieve short-term
temporal clue awareness, we embed a separable convolution [3]
operation into VLAD encoder, which implementsW× 1 kernel size
depthwise Covn1D to learn temporal-wise correlation with sliding
windowW at each fixed channel, and then use a 1 × 1 pointwise
Covn1D to combine the above depth correlation. With the two-level
decoupled convolution process, the local context feature 𝑥𝑙𝑜𝑐𝑡 at
time 𝑡 is calculated as follows:

𝑥𝑙𝑜𝑐𝑡 = SeparableConv(𝑥𝑡 ,Δ𝑇 )

=

{
𝑥 ′𝑡 = 𝐶𝑜𝑛𝑣1𝐷 (𝑥𝑡−Δ𝑇 , · · · , 𝑥𝑡 , · · · , 𝑥𝑡+Δ𝑇 ) |𝑑𝑒𝑝𝑡ℎ𝑤𝑖𝑠𝑒 ;
𝑥𝑙𝑜𝑐𝑡 = 𝐶𝑜𝑛𝑣1𝐷 (𝑥 ′𝑡 ) |𝑝𝑜𝑖𝑛𝑡𝑤𝑖𝑠𝑒 ,

(3)

where 𝑥𝑡 , 𝑥𝑙𝑜𝑐𝑡 ∈ R𝑑𝑥×1. We then add 𝑥𝑙𝑜𝑐𝑡 on the original feature
𝑥𝑡 , so as to involve the local temporal clues:

𝑥𝑆𝑡 = LN(𝑥𝑡 ⊕ 𝑥𝑙𝑜𝑐𝑡 ), (4)

where LN denotes Layer Normalization, and 𝑥𝑆𝑡 ∈ R𝑑𝑥×1 is the
output short-term aware feature.

2) Long-term Summarization. After acquiring the short-term
aware sequence 𝑋𝑆 = [𝑥𝑆1 , · · · , 𝑥

𝑆
𝑇
], we summarize 𝑋𝑆 into 𝐾 num-

ber of descriptors by using RVLAD, which implements 𝐾 times
global mappings of the entire sequence, promising diverse feature
summarization from multiple global perspectives. As shown in
Eq. (2), RVLAD maps the feature sequence into 𝐾 clusters with a
𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 matrix 𝑅 ∈ R𝑇×𝐾 , which is calculated by Conv1D and
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column-wise 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 . Thus, the whole LS-VLAD encoder is for-
mulated as follows:

𝐵𝑋 = LS-VLAD(𝑋,Δ𝑇 ) ⇔

𝑋 𝑙𝑜𝑐 = SeparableConv(𝑋,Δ𝑇 );
𝑋𝑆 = LN(𝑋 ⊕ 𝑋 𝑙𝑜𝑐 );
𝑋 = RVLAD(𝑋𝑆 );

= 𝑋𝑆 · 𝑅𝑐𝑜𝑙𝑢𝑚𝑛−𝑤𝑖𝑠𝑒 ;
=𝑋𝑆 ·softmax

(
𝐶𝑜𝑛𝑣1𝐷 (𝑋𝑆 )

)
;

= [𝑥1, · · · , 𝑥𝐾 ],
𝐵𝑋 = Φ(𝑋 ) = [𝑊1𝑥1, · · · ,𝑊𝐾𝑥𝐾 ];

= [𝑏1, · · · , 𝑏𝐾 ],

(5)

where Conv1D is applied to map the sequence length𝑇 to𝐾 clusters;
a transform layer Φ(·) is applied to project every 𝑥𝑘 ∈ R𝑑𝑥×1 into
a lower 𝑑𝑠 -dim vector with parameters𝑊𝑘 . In our solution, the
dimension of 𝐵𝑋 is much smaller than 𝑋 including both 𝐾 ≪ 𝑇

and 𝑑𝑠 ≪ 𝑑𝑥 . The summarized VLAD descriptors is more compact
than original feature sequence.

Multi-modality Summarization.We evenly sample𝑇 frames
and segment 𝑇 clips from each video, and extract appearance fea-
tures 𝐹𝐴 = [𝑓 𝐴1 , · · · , 𝑓

𝐴
𝑇
] ∈ R𝑑𝐴×𝑇 and motion features 𝐹𝑀 =

[𝑓𝑀1 , · · · , 𝑓𝑀
𝑇

] ∈ R𝑑𝑀×𝑇 . For each question, we extract word-level
features 𝐹𝑄 = [𝑓𝑄1 , · · · , 𝑓𝑄

𝐿
] ∈ R𝑑𝑄×𝐿 . Here, we denote appearance

modality summarization as 𝐵𝐴 = LS-VLAD(𝐹𝐴) = [𝑏𝐴1 , · · · , 𝑏
𝐴
𝐾
] ∈

R𝑑𝑠×𝐾 , where 𝑏𝐴
𝑘
is the 𝑘-th summarized descriptor; the same are

𝐵𝑀 and 𝐵𝑄 . Thus, we obtain the summarized VLAD descriptors
of appearance, motion, and question, i.e., {𝐵𝐴 , 𝐵𝑀 , 𝐵𝑄 }. It is worth
noting that the parameters of the VLAD encoder for each feature
stream 𝐹𝐴 , 𝐹𝑀 , and 𝐹𝑄 are learned independently.

3.2 Correlation Learning on Multi-modality
VLAD Descriptors

The summarized VLAD descriptors encode high-level information
from one of the modalities. To reason the correct answer of the
input video and question, it is important to understand the complex
correlations among the multi-modalities. We therefore propose a
pairwise interaction mechanism to establish the associations for all
pairs of modalities.

Pairwise Interaction. To explore the multi-modal correlations,
we extend the conventional multi-head self-attention [35] into a
guided-attention fashion. Given a guided feature set𝑋 and a feature
set 𝑌 , they are linearly projected into three new sequences: query
𝑋𝑄 , key 𝑌𝐾 , and value 𝑌𝑉 . The guided multi-head attention is
performed to measures the relation of each element in 𝑋 with 𝑌 as
follows: {

h𝑖 = softmax(𝑋
𝑄 (𝑌𝐾 )⊤√
𝑑ℎ

) · 𝑌𝑉 ;

MHA(𝑋,𝑌 ) =𝑊𝑜 [h1; h2; ...; hℎ],
(6)

where ℎ is the number of attention heads and h𝑖 is the output of
the 𝑖-th attention head.

1) Interaction Unit. Based on the guided multi-head attention,
we propose an Interaction Unit to explicitly model the relation be-
tween a pair of VLAD descriptors, denoted by INT(𝐵𝑋 , 𝐵𝑌 ), where
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Figure 3: Illustration of the appearance guided pairwise
interaction. The interacting results are tiled as a high-
dimensional tensor to exploit both intra- and inter-modality
semantics.

𝐵𝑋 ∈ {𝐵𝐴, 𝐵𝑀 , 𝐵𝑄 } and 𝐵𝑌 ∈ {𝐵𝐴, 𝐵𝑀 , 𝐵𝑄 }. The interaction is
formulated as:

𝐵𝑋→𝑌 = INT(𝐵𝑋 , 𝐵𝑌 ) ⇔{
𝐵𝑋→𝑌 = LN(MHA(𝐵𝑋 , 𝐵𝑌 ) ⊕ 𝐵𝑋 );
𝐵𝑋→𝑌 = LN(FFN(𝐵𝑋→𝑌 ) ⊕ 𝐵𝑋→𝑌 ),

(7)

where FFN(.) is a feed-forward network. Two residual connections
are introduced to enhance the semantics of guided descriptors 𝐵𝑋
and interacted descriptors 𝐵𝑋→𝑌 , respectively. 𝐵𝑋→𝑌 ∈ R𝑑𝑠×𝐾 is
the output of the unit, which models the relation of 𝐵𝑋 → 𝐵𝑌 .

2) Modality-interacted Tensor. We adopt the above mentioned
Interaction Unit to realize a modality guided pairwise interaction.
As shown in Fig. 3, taking the appearance descriptors as the guided
feature, we implement intra-modality interaction as INT(𝐵𝐴, 𝐵𝐴)
and inter-modality interactions as INT(𝐵𝐴, 𝐵𝑀 ) and INT(𝐵𝐴, 𝐵𝑄 );
then, the interacting results are tiled as a high-dimensional tensor:

A = Tile
(
INT1 (𝐵𝐴, 𝐵𝐴), INT2 (𝐵𝐴, 𝐵𝑀 ), INT3 (𝐵𝐴, 𝐵𝑄 )

)
, (8)

whereA ∈ R𝑑𝑠×3×𝐾 is the interacted appearance tensor, whichmod-
els both intra- and inter-modality relations of 𝐵𝐴 → {𝐵𝐴, 𝐵𝑀 , 𝐵𝑄 }.
With the same operation on motion and question descriptors, we
obtain the interacted motion tensor M ∈ R𝑑𝑠×3×𝐾 and question
tensor Q ∈ R𝑑𝑠×3×𝐾 .

Modality-wise Tensor Fusion. Up to now, we have already
modeled relations between each pair of summarized modality de-
scriptors, and construct three interacted tensors {A,M,Q} accord-
ing to the guided modality. The information in each tensor needs
to be further aggregated before feeding it to answer decoder. Sim-
ple concatenation or pooling can achieve this purpose. Here, we
perform a weighted fusion to attend important modality relations
in each tensor.

Taking the appearance tensorA as an example, we use a position-
wise fully-connected layer to predict the importance weight of each
modality relation in A𝑘 , where A𝑘 ∈ R𝑑𝑠×3 is the 𝑘-th descriptor
layer of tensor A. With the importance weight 𝛼𝐴

𝑘
, we aggregate

all the interacting semantics of A𝑘 into an interacted descriptor
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Â𝑘 ∈ R𝑑𝑠×1. At last, we concatenate all descriptors {Â𝑘 }|𝐾𝑘=1 and
obtain the fused appearance descriptor 𝑣𝐴:

𝛼𝐴
𝑘
= softmax𝑚 (𝑊𝐴

𝑘
A𝑘 + 𝑏𝐴𝑘 );

Â𝑘 =
∑3

𝑚=1 𝛼
𝐴
𝑘,𝑚
A𝑘,𝑚 ;

𝑣𝐴 = [Â1; · · · ; Â𝐾 ],

(9)

where𝑊𝐴
𝑘

∈ R1×𝑑𝑠 , 𝑏𝐴
𝑘
∈ R3 are learnable parameters. 𝑣𝐴 ∈ R𝑑×1

is the output appearance descriptor – a relation aware descriptor,
where 𝑑 = 𝑑𝑠 × 𝐾 . Similarly, we conduct the fusion operation on
tensorsM andQ, and obtain the fusedmotion descriptor 𝑣𝑀 ∈ R𝑑×1

and question descriptor 𝑞 ∈ R𝑑×1, respectively. Thereafter, the
new fused modality descriptors {𝑣𝐴, 𝑣𝑀 , 𝑞} are used for answer
reasoning.

3.3 Context-Gating & Answer Decoding
Context-Gating is designed to imitate humans adaptively select-
ing relevant context clues to reason the answer. Specifically, we
concatenate the multi-modal descriptors [𝑣𝐴; 𝑣𝑀 ;𝑞] ∈ R3𝑑×1, and
feed it forward to a 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 layer. We obtain a gating vector 𝑔, and
apply 𝑔 to retrieve useful context clues and suppress uninformative
clues in [𝑣𝐴; 𝑣𝑀 ;𝑞]:{

𝑔 = 𝜎 (𝑊𝑔 [𝑣𝐴; 𝑣𝑀 ;𝑞] + 𝑏𝑔);
𝑒 = 𝑔 ◦ [𝑣𝐴; 𝑣𝑀 ;𝑞], (10)

where ◦ denotes an element-wise multiplication,𝑊𝑔 ∈ R3𝑑×3𝑑 and
𝑏𝑔 ∈ R3𝑑 are learnable parameters. 𝑒 ∈ R3𝑑×1 is the gated multi-
modal descriptor, which is further used for answer decoding. We
follow the common settings for answer decoders [18] which project
𝑒 using an MLP followed by a softmax to rank the possible answer
choices. We train the model with cross-entropy loss for all tasks
except Count, where Mean Square Error is used.

4 EXPERIMENTS
4.1 Experiment Setup
Datasets. We evaluate our method on three benchmark datasets: (1)
TGIF-QA [18] dataset consists of 165KQA pairs from 72K animated
GIFs. It is divided into four task types: Action - a multiple-choice
task to recognize the action repeated for a specified times; Trans. -
a multiple-choice task regarding temporal order of events; Count -
an open-ended number task to retrieve number of occurrences of
an action; and FrameQA - an open-ended word task in which the
answers can be inferred from one of the frames in the video. (2)
MSVD-QA [41] collected 50K QAs with 1,970 short movie videos.
It is an open-ended word task, including five types of questions:
What,Who, How,When, andWhere. (3)MSRVTT-QA [41] chose
10K videos fromMSRVTT [39] and collected 243K QA pairs. Similar
to MSVD-QA, questions are of five types. Compared to the other
two datasets, videos in MSRVTT-QA are longer and contain more
complex scenes. For the evaluation metrics, we adopt Mean Square
Error (MSE) for Count task and use Accuracy for other tasks.

Implementation Details.We systematic sample𝑇 = 36 frames
and clips from each video in TGIF-QA dataset and𝑇 = 20 in MSVD-
QA andMSRVTT-QA. Following [18], we adopt pre-trained ResNet [15]
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Figure 4: Ablation studies with short-term aware scale Δ𝑇
and cluster number 𝐾 on TGIF-QA dataset. Δ𝑇 changes with
fixed 𝐾 = 8, and 𝐾 changes with fixed Δ𝑇 = 3.

Table 1: Ablation studies of different Interaction and Tensor
Fusion strategies on TGIF-QA dataset.

Model Task Type
Action↑ Trans.↑ FrameQA↑ Count↓

Intra-modality Interaction 78.36 84.31 59.94 3.88
Inter-modality Interaction 78.23 84.17 59.88 3.92
(Intra&Inter)-modality(Ours) 79.24 84.72 60.25 3.79
Concat Fusion 77.66 84.35 59.35 3.99
Sum Fusion 78.36 84.18 59.27 3.89
Weighted Fusion(Ours) 79.24 84.72 60.25 3.79

and C3D [34] to extract appearance and motion features on TGIF-
QA; following [23], we utilize ResNet and ResNeXt [14] on MSVD-
QA and MSRVTT-QA. Then, we tokenize questions. We pad or
truncate each question to 35 words for all datasets. The pre-trained
BERT [5] is applied to extract word-level features. After feature ex-
traction, position embedding [35] is added to each feature sequence
to incorporate the sequential information. The dimension of all the
VLAD descriptors is set as 𝑑𝑠 = 128, and the number of attention
head ℎ is set as 2. About training details, we set batch size as 64 for
TGIF-QA and 32 for the others, and use Adamax optimizer with
initial learning rate of 0.001. The learning rate is multiplied by 0.5
after every 5 epochs.

4.2 Ablation Study
Empirical parameters of LS-VLAD encoder. LS-VLAD contains
two hyperparameters – short-term aware scale Δ𝑇 and cluster
number 𝐾 . As depicted in Fig. 4, the proposed PVI-Net achieves
the best in Δ𝑇 = 3. Note that the performances with Δ𝑇 > 0 are
always better than Δ𝑇 = 0 (i.e., removing separable convolution
layer in LS-VLAD). It indicates considering the local temporal clues
(in Sec. 3.1) improves the temporal summarization ability of VLAD.
𝐾 reflects the number of summarized descriptors of each modality.
Insufficient descriptors (𝐾 < 8) will be unable to capture different
aspects of the input which deteriorates the overall performance.
Too many descriptors (𝐾 > 8) will capture redundant clues. As
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Table 2: Ablation studies of different components on TGIF-
QA dataset.

Model Task Type
Action↑ Trans.↑ FrameQA↑ Count↓

PVI w/o VLAD 74.71 82.09 55.74 4.12
PVI w/o PairAtt 76.91 82.89 58.87 4.15
PVI w/o Weighted Fusion 78.36 84.18 59.27 3.89
PVI w/o Context-Gating 77.89 84.10 59.59 3.92
PVI w/ GloVe 77.85 82.77 58.92 3.87
PVI-Net (Ours) 79.24 84.72 60.25 3.79

Table 3: Comparison with the state-of-the-art methods on
TGIF-QA dataset. Visual features are: R(ResNet), C(C3D),
F(FlowCNN), MR(Mask RCNN), and RX(ResNext).

Model Task Type
Action Trans. FrameQA Count

RNN/Memory-based models
VQA-MCB (R) [8] 58.9 24.3 25.7 5.17
VIS+LSTM (R) [30] 46.8 56.9 34.6 5.09
CT-SAN (R) [42] 56.1 64.0 39.6 5.13
Co-memory (R+F) [9] 68.2 74.3 51.5 4.10
HME (R+C) [7] 73.9 77.8 53.8 4.02
FAM (R+C) [2] 75.4 79.2 56.9 3.79

Graph-based models
LAG (R+MR) [16] 74.3 81.1 56.3 3.95
HGA (R+C) [20] 75.4 81.0 55.1 4.09

Conditional relation model
HCRN (R+RX) [23] 75.0 81.4 55.9 3.82

Attention/Transformer-based models
ST(R+C) [18] 60.8 67.1 49.3 4.40
STA (R) [10] 72.3 79.0 56.6 4.25
PSAC (R) [26] 70.4 76.9 55.7 4.27
MIN (R+MR) [21] 72.7 80.9 57.1 4.17
LAD-Net (R) [25] 72.0 80.7 58.2 4.24
ACR (R+F) [45] 75.8 81.6 57.7 4.08
PVI-Net (R+C) 79.2 84.7 60.3 3.79

shown in Fig. 4, 𝐾 = 8 is the best. Thus, we set Δ𝑇 = 3 and 𝐾 = 8
in the following experiments.

Different Interaction and Tensor Fusion Strategies. We in-
spect the intra- and inter-modality interactions separately. As shown
in Table 1, onlymodeling the intra- or inter-modality relations is not
enough to reason the correct answer. PVI-Net performs modality
interaction in a pairwise fashion to model both intra- and inter-
modality relations, improving the performance with a clear margin.
We also compare the effects of different tensor fusion strategies, and
ourweighted fusion (in Sec. 3.2) performs better than simple con-
catenation and sum pooling. It indicates the modality relations
in each tensor produce unique clues of different importance.

Main Components in PVI-Net. Among the variants of PVI-
Net in Table 2, the worst performance occurs on PVI w/o VLAD
that directly feed original features into pairwise interaction module
without modality summarization, deteriorating the performance by

Table 4: Comparison with the state-of-the-art methods on
MSVD-QA dataset. Visual features are: V (VGG), R(ResNet),
C(C3D), MR(Mask RCNN), and RX(ResNext).

Model Question Type
What Who How When Where All

E-MN (V) [38] 12.9 46.5 80.3 70.7 50.0 26.7
Co-memory (V+C) [9] 19.6 48.7 81.6 74.1 31.7 31.7
HME (V+C) [7] 22.4 50.1 73.0 70.7 42.9 33.7
FAM (V+C) [2] 23.1 51.6 82.2 71.4 51.9 34.5
LAG (R+MR) [16] - - - - - 34.3
HGA (V+C) [20] 23.5 50.4 83.0 72.4 46.4 34.7
E-SA (V) [38] 15.0 45.1 83.8 65.5 32.2 27.6
DLAN (V) [47] 21.2 46.0 83.2 72.4 50.0 31.8
GRAAM (V+C) [38] 20.6 47.5 83.5 72.4 53.6 32.0
AA-Net (R+C) [46] 21.3 48.3 82.4 70.7 53.6 32.6
STCA (V+C) [43] 24.3 49.6 83.0 74.1 53.6 35.0
MIN (V+MR) [21] 24.2 49.5 83.8 74.1 53.6 35.0
HCRN (R+RX) [23] - - - - - 36.1
PVI-Net (R+RX) 31.7 55.1 83.5 74.1 57.1 41.5

-4.53% on Action, -2.63% on Trans., -4.51% on FrameQA, and -8.71%
on Count. The capability of summarizing core sequential clues is
rapidly dropped without VLAD encoding. The second worse per-
formance occurs on PVI w/o PairAtt (i.e., -2.33% on Action, -1.83%
on Trans., -1.38% on FrameQA, and -9.49% on Count). It indicates
modeling the multi-modal correlations is important for VideoQA.
The comparison result between PVI w/o Weighted Fusion and
PVI-Net indicates that performing modality-wise tensor fusion is
contributive in our solution. Context-Gating offers further per-
formance gain in all tasks, by adaptively selecting relevant clues
through gating mechanism. In addition, we provide the results of
PVI-Net using GloVe [28] text representation (PVI w/ GloVe).

4.3 Comparison with State-of-the-Arts
We compare our PVI-Net with state-of-the-art methods as follows:
RNN/Memory-based models [2, 7–9, 30, 42], graph-based mod-
els [16, 20], conditional relation model [23], and attention-based
models [10, 18, 21, 25, 26, 43, 45–47]

Results on TGIF-QA. As shown in Table 3, PVI-Net performs
prominent superior to all the other methods. (1) FAM [2] achieves
the best performance in the RNN/Memory-based models. PVI-Net
performs significantly better than it, 𝑖 .𝑒 ., 79.2% vs. 75.4% on Action,
84.7% vs. 79.2% on Trans., and 60.3% vs. 56.9% on FrameQA. (2) In
Graph-based models, HGA [20] builds a heterogeneous graph to
model the relations among all video shots and words. Compared
with HGA, our PVI-Net does not explore interactions from the
large number of individual visual-word pairs but from the multi-
modal summarization descriptors, improving the results by 3.8% on
Action, 3.7% on Trans., 5.2% on FrameQA, and 7.3% on Count. (3) For
conditional relation model, HCRN [23] merely models frame-level
object relations conditioned on the motion and linguistic cues. In
contrast, PVI-Net comprehensively models relations between each
pair of modalities and outperforms HCRN on all tasks. (4) ACR [45]
reports the recent best results in attention-based models, which
extracts action-aware frame features with action encoder [27] and
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(c) Interacted VLAD descriptors(b) VLAD descriptors(a) Original features

Figure 5: 𝑡-SNE plots for visualizing the embedding distribution of various features. Original features are directly derived
from feature extractors, VLAD descriptors are outputs of LS-VLAD encoder as in Eq. (5), and interacted VLAD descriptors are
obtained after pairwise VLAD interaction as in Eq. (9). Orange, green, and blue points denote appearance,motion, and question
features, respectively.

Table 5: Comparison with the state-of-the-art methods
on MSRVTT-QA dataset. Visual features are: V (VGG),
R(ResNet), C(C3D), MR(Mask RCNN), and RX(ResNext).

Model Question Type
What Who How When Where All

E-MN (V) [38] 23.4 41.8 83.7 70.8 27.6 30.4
Co-memory (V+C) [9] 23.9 42.5 74.1 69.0 42.9 32.0
HME (V+C) [7] 26.5 43.6 82.4 76.0 28.6 33.0
FAM (V+C) [2] 26.9 43.9 82.8 70.6 31.1 33.2
HGA (V+C) [20] 29.2 45.7 83.5 75.2 34.0 35.5
E-SA (V) [38] 22.0 41.6 79.6 73.1 33.2 29.3
DLAN (V) [47] 25.4 42.8 81.0 72.1 31.2 32.0
GRAAM (V+C) [38] 26.2 43.0 80.2 72.5 30.0 32.5
STCA (V+C) [43] 27.4 45.4 83.7 74.0 33.2 34.2
MIN (V+MR) [21] 29.5 45.0 83.2 74.7 42.4 35.4
HCRN (R+RX) [23] - - - - - 35.6
PVI-Net (R+RX) 32.8 48.9 84.8 79.3 38.8 39.0

models frame-to-frame interplays with relation transformer. PVI-
Net utilizes VLAD to summarize the core semantics of each input
and models both intra- and inter-modality relations, achieving new
state-of-the-art performance.

Results onMSVD-QA andMSRVTT-QA. Tables 4 and 5 show
that PVI-Net still significantly outperforms existingmethods, achiev-
ing 41.5% and 39.0% on All accuracy which improves 5.4 and 3.4
points on MSVD-QA and MSRVTT-QA, respectively. The results
demonstrate the robustness of our method on different VideoQA
tasks.

4.4 Comparison of Interaction Complexity
Table 6 shows a comparison of interaction complexity and GPU
memory cost. PSAC [26] and LAD-Net [25] released codes, and
we reproduced them in the same experiment environment as ours.
LAD-Net is a typical co-attention model in which each word cal-
culates an attention matrix from each video frame and vice versa;
thus, its interaction complexity is O(2 ×𝑇 × 𝐿2). PSAC combines
self-attention with co-attention, the complexity of self-attention is
O(𝑇 ×𝑇 + 𝐿1 × 𝐿1), and the total interaction complexity of PSAC is
O((𝑇 +𝐿1)×(𝑇 +𝐿1)). The quadratic number of interactions requires
large GPU memories. For our proposed PVI-Net, it first summarizes

Table 6: Comparison of interaction complexity and required
GPUmemory onAction task of TGIF-QA.𝑇 = 36, 𝐿1 = 20, and
𝐿2 = 25 are respective sequence length of video and question
features. 𝐾 = 8 is the number of summarized descriptors

Model Complexity GPU(Mb) Acc on Action↑
PSAC [26] O((𝑇 + 𝐿1) × (𝑇 + 𝐿1)) 7817 70.4
LAD-Net [25] O(2 ×𝑇 × 𝐿2) 5120 72.0
PVI-Net (Ours) O(9 × 𝐾 × 𝐾) 4441 79.2

each input modality into𝐾 descriptors, and then performs modality
interaction in a pairwise fashion, its total interaction complexity
is O(9 × 𝐾 × 𝐾). Notably, LAD-Net and PSAC merely consider
the interaction between appearance and question features, while
PVI-Net further takes motion features into account. Compared
with LAD-Net and PSAC, PVI-Net realizes more complex multi-
modality interactions with much fewer interaction complexity and
GPU memories, and achieves better performance. The efficiency of
PVI-Net is due to the summarized VLAD descriptors, i.e., 𝐾 ≪ 𝑇 ,
𝐿1, and 𝐿2.

4.5 Qualitative Results
Fig. 5 shows the feature distribution of each module in PVI-Net. As
shown in Fig. 5 (a), original visual features, including appearance
and motion, are close to each other. In contrast, the textual features
of question appear at the outer-ring of visual features. After VLAD
encoding, as shown in Fig. 5 (b), question descriptors (blue points)
appear in the center of the feature space. The distribution of visual
descriptors greatly changes. Visual descriptors are scattered in the
feature space to capture different aspects of the video from global
perspectives. Turning to the interacted VLAD descriptors in Fig. 5
(c), multi-modal correlations have been established after pairwise
interaction; thus, different modality descriptors get close to each
other in the feature space.

Fig. 6 (a) displays an example from Action task, in which our
VLAD successfully summarize different core clues of each modality
stream. The summarized question descriptors separately focus on
words {‘head’, ‘man’, ‘2 times’, ‘put hand on head’}, and the visual de-
scriptors summarize the video clues with different temporal spans.
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Figure 6: Visualization of two examples in TGIF-QA dataset. In the VLADEncoder stage, the visualization of relevancematric 𝑅
of eachmodality shows themapping of feature summarization, where Y-axis denotes the 𝑖-th (1∼ 𝐾) descriptor summarization,
X-axis corresponds to the original feature sequence {𝑥𝑡 }|𝑇𝑡=1. In the Pairwise VLAD Interaction stage, some selected attention
maps from the interaction unit reflecting the correlations between different modality pairs.

In the interaction stage, we select three attention maps to verify the
effectiveness of multi-modal correlation learning. For question-to-
visual interactions, the 8-th question descriptor covering key words
‘put hand on head’, and its most relevant visual clues are the {3,
6}-th motion descriptors and the 8-th appearance descriptor, which
successfully capture the action clues in two temporal spans (red
and orange boxes). The motion-to-appearance interaction further
highlights relevant clues in the visual descriptors. Fig. 6 (b) shows
another example from Transition task, the question descriptors fo-
cus on two action-relevant phrases ‘kick mug’ (the 1-st descriptor)
and ‘raise leg’ (the 8-th descriptor). For question-to-visual interac-
tions, the 1-st question descriptor (‘kick mug’) correctly focuses on
the 7-th motion descriptor and the {6, 7}-th appearance descriptors;
turning to the 8-th question descriptor (‘raise leg’), the respon-
sive 4-th motion descriptor and 4-th appearance descriptor are
completely correct too. The motion-to-motion interaction success-
fully models the intra-modality relations. To summarise, our VLAD
encoder guarantees the diversity and discrimination of the summa-
rized VLAD descriptors; and the Pairwise Interaction establishes

complex associations among the multi-modal descriptors. The ef-
fectiveness of these two modules helps the model correctly reason
the answer.

5 CONCLUSION
In this paper, we propose a novel Pairwise VLAD Interaction Net-
work (PVI-Net) for VideoQA. We develop a clustering-based VLAD
encoder to summarize each input modality into a few descriptors
and realize modality interactions in a pairwise fashion, exploring
both intra- and inter-modality relations for answer reasoning. We
evaluate our method on three benchmark datasets and conduct
extensive ablation studies to verify the effectiveness of PVI-Net.
Experiments show the superiority of our method.
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