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Abstract
We propose a dense temporal convolution network, termed DenseTCN which captures the actions in hierarchical views.

Within this network, a temporal convolution (TC) is designed to learn the short-term correlation among adjacent features and

further extended to a dense hierarchical structure. In the kth TC layer, we integrate the outputs of all preceding layers together:

(1) The TC in a deeper layer essentially has larger receptive fields, which captures long-term temporal context by the

hierarchical content transition. (2) The integration addresses the SLT problem by different views, including embedded short-

term and extended long-term sequential learning. Finally, we adopt the CTC loss and a fusion strategy to learn the feature-wise

classification and generate the translated sentence. The experimental results on two popular sign language benchmarks, i.e.

PHOENIX and USTC-ConSents, demonstrate the effectiveness of our proposed method in terms of various measurements.

⚫ Overview of the proposed DenseTCN

Details: We first split the video into clips and extract the feature of each clip from the 3D-CNN, which captures the sequential and the spatial information

simultaneously. Then, the multi-layered TC structure is developed for calculating adjacent features in different receptive fields. Meanwhile, we concatenate the

outputs of all preceding layers and use them as the input of the current calculation layer. In the training stage, we use the CTC to learn the relationship between the

translated and the real sentences in each TC layer. In the testing stage, the greedy decoder and the fusion strategy are used to find a more reliable sentence.
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The operations of the TCk layer (i.e. k = 4, n = 3). We consider a feature matrix contains M

temporal features in 𝑑‘ dimension as input 𝐻𝑘 = {ℎ𝑖}𝑖=1
𝑀 ∈ ℝ𝑘×𝑀×𝑑′. Such matrix is concatenated

of the outputs from the 0𝑡ℎ to (𝑘 − 1)𝑡ℎ calculation layer, we first pad it across the temporal

dimension. Then we employ q TC filters to capture the dynamic visual information from the input

by calculating n-item adjacent features. At last, we concatenate the outputs after all filters across

the feature dimension into a matrix {ℎ𝑖
′}𝑖=1
𝑀 ∈ ℝ𝑀×𝑞as the output of the 𝑘𝑡ℎ TC layer.

⚫ Dense TC ⚫ Sentence Learning

⚫ Score Fusion and Translation
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Evaluations under PHOENIX 

(▲: Other modality, △: Extra supervision)
Experiments

The fusion performance of DenseTCN

Evaluation under USTC-ConSents


