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Context-Aware Graph Inference with Knowledge
Distillation for Visual Dialog

Dan Guo, Hui Wang, and Meng Wang, Fellow, IEEE

Abstract—Visual dialog is a challenging task that requires the comprehension of the semantic dependencies among implicit visual and
textual contexts. This task can refer to the relational inference in a graphical model with sparse contextual subjects (nodes) and
unknown graph structure (relation descriptor); how to model the underlying context-aware relational inference is critical. To this end, we
propose a novel Context-Aware Graph (CAG) neural network. We focus on the exploitation of fine-grained relational reasoning with
object-level dialog-historical co-reference nodes. The graph structure (relation in dialog) is iteratively updated using an adaptive top-K
message passing mechanism. To eliminate sparse useless relations, each node has dynamic relations in the graph (different related K

neighbor nodes), and only the most relevant nodes are attributive to the context-aware relational graph inference. In addition, to avoid
negative performance caused by linguistic bias of history, we propose a pure visual-aware knowledge distillation mechanism named
CAG-Distill, in which image-only visual clues are used to regularize the joint dialog-historical contextual awareness at the object-level.
Experimental results on VisDial v0.9 and v1.0 datasets show that both CAG and CAG-Distill outperform comparative methods.
Visualization results further validate the remarkable interpretability of our graph inference solution.

Index Terms—Visual dialog, cross-modal interaction, relational reasoning, graph inference, knowledge distillation
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1 INTRODUCTION

R ECENTLY, cross-modal semantic reasoning between vi-
sion and language has attracted more and more inter-

ests, such as referring expression [1], [2], [3], [4], [5], visual
captioning [6], [7], [8], [9], [10], [11], visual question answer-
ing (VQA) [12], [13], [14], [15], [16], [17], and image/video-
text retrieval [18], [19] involving both images and videos.
In these works, semantic referring between vision and
language is always performed in a one-way single round.
Taking VQA as an example, the agent identifies regions of
interest in an image related to a specific question and infers
an answer. In this work, we focus on a more challenging
cross-modal interaction task, i.e., visual dialog accompanied
by multi-round question-answer (QA) pairs [20], [21], [22].
In the visual dialogue task, the interaction between the
image and historical conversation is progressively changing,
and the relationships among various objects in the image
are influenced by the current question. During the dialogue,
how to acquire question-conditioned context awareness has
to be addressed. The exploitation of both visual and textual
contexts benefits relational reasoning. The core technical
point is to dig out underlying dynamic semantic dependen-
cies in and between textual and visual contexts.

For contextual awareness learning, as shown in Fig. 1,
there are two to-be-solved issues as follows. (1) Fine-grained
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Fig. 1. Two challenges of visual dialog: (1) rich visual clues involve fine-
grained relational inference and (2) when and how to explore historical
clues? The resolution of the visual-textual contextual correlation - the
proposed context-aware graph - CAG - are depicted in Figs. 2 (c) and 3.

visual context (i.e., relation among object-level entities) con-
tributes informative clues for inferring answer. In order to
better understanding the dynamic relation in the dialogue,
the graph structure is employed to exploit the co-reference
of image and history under the guidance of question. As
shown in Fig. 2, prior graph-based models refer to different
structures with textual nodes in [23] (question-answer pair
at each round) and multi-modal nodes in [24] (embedding
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Fig. 2. Different graph structures of existing graph works and ours.
[23] (a) focused on edge learning (textual inference) with nodes of
caption and question-answer pair at each round. [24] devoted to the
semantic interaction of the six multi-modal entities (image I, caption C,
the current question Q, option answer A, questions in history HQ and
answers in history HA). Our solution (c) focuses on a more fine-grained
context-aware graph, devoting to learning object-level dialog-historical
contextual awareness under the guidance of question.

vectors of image I , captionC , the current questionQ, option
answer A, questions in history HQ and answers in history
HA). For relational learning, [23] solved multi-round textual
inference with question Q and history H and [24] modeled
the multi-modal interaction of feature embedding of Q, H ,
image I , and A. In contrast, in our work, we focus on the
exploitation of fine-grained relational reasoning, i.e., object-
level dialog-historical co-reference nodes. (2) Whether tex-
tual context in history is requisite for every question in the
conversation? Question Q3 in Fig. 1 can be answered with
only an image, whereas the answer of question Q7 has to
be inferred from both visual and historical clues. Moreover,
there is another fact that various attention [25], [26], [27],
fusion [21], [28], and gating [29] tactics fall into spurious
probability learning - cannot eliminate the linguistic bias
of history. As the Joint CAG model shown in Fig. 3, it
introduces irrelevant historical noises. It prefers the candi-
date answers related to high-frequency words “No” in QA
pairs, whereas “Yes, like pros” is the ground-truth answer.
We attempt to refine the “spurious” visual-textual relational
knowledge learned in the task.

In order to explore complicated semantic dependencies
in and between textual and visual contexts, we propose a
Context-Aware Graph (CAG) neural network.

Solution I - CAG. For the fine-grained relation mod-
eling, as shown in Fig. 2 (c), each node in our graph is
a joint context representation, which contains both visual-
objects and textual-history contexts; each edge involves the
fine-grained visual interaction among various scene objects
in the image. In our graph solution, all the nodes and
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Fig. 3. Negative influences of historical clues in visual dialog. The format
of answer in each rank list is fixed as “predicted rank order - answer -
(annotated relevance score) - predicted probability”. In answer list A, the
joint model prefers candidate answers related to high-frequency words
in QA pairs. To improve this linguistic bias, we apply the generalized
visual knowledge in the image-only model (answer list B) to distill the
joint model and output the final answer list C. The distilled knowledge
is helpful to inhibit the historical noise, and makes the model much
more self-confident, e.g, the rank 1 answer in list C with high predicted
probability score.

edges are iteratively updated through an adaptive top-K
message passing mechanism. To be specific, to eliminate
sparse useless relations, our CAG solution is an asymmetric
dynamic directed-graph, which models adaptive message
passing in this relational graph. As shown in Fig. 4, at each
message passing turn, each node adaptively selects the K
most relevant nodes and only receives messages from these
neighbors. The iterative graph inference process is similar to
imitating humans checking out the implicit clues multiple
times. Finally, after multi-turns graph inference, we impose
graph attention on all the nodes to learn the final graph
embedding for the answer inferring.

Solution II - CAG-Distill. In the task, history is always
deemed as an auxiliary to visual learning to identify the sub-
ject in the conversation, such as pronouns (e.g., “it”, “they”,
“he”); we have already added textual features onto each
node in Solution I. Here, we discuss the non-necessity and
linguistic bias of history. If the learned textual representation
is needless or noisy, it thus leads to suboptimal performance.
To address this issue, we introduce a two-branch optimiza-
tion framework, where a visual-only (Img-only) CAG model
captures pure object-level visual interaction as privileged
information, and then injects it into a Joint dialog-historical
CAG model by performing knowledge distillation [30], [31]
between the answer logits. Compared with state-of-the-
art approaches that impose hard constraints on answer
decoding, our proposed method applies soft regularization
on logits (i.e., soft labels), which thus makes the relational
graph learning more robust. To our knowledge, it is the first
work to consider the knowledge distillation in the visual
dialog task, which can inspire other cross-modal interaction
tasks. We refer to this mechanism as visual-aware knowl-
edge distillation. During testing, only the Joint CAG model
is used, which leverages the distilled relation with only
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vision embedded. The essence is that a good model is not
designed to fit hard labels from training data, but to learn
the generalization of the data. After learning the generalized
visual-aware ability from the teacher model (Img-only), the
student model (Joint) benefits better results than without
distillation, especially while the entropy of soft targets is
higher than that of hard targets in our task.

The main contributions of the work are summarized as
follows:

• We propose a Context-Aware Graph (CAG) neural
network for visual dialog, which targets to discov-
er partially relevant contexts and build the appro-
priate graph structure (dynamic relation). Actually,
our graph CAG is an asymmetric dynamic directed-
graph, and the solution is an adaptive inference
process. The graph learning considers much more
flexible, effective, and relevant message propagation.

• We propose a visual-aware knowledge distillation
mechanism to address the issue of noisy historical
context feature learning that exists in the task. We
aim to obtain generalized awareness capacity from
both visual and textual contexts.

• Extensive experiments are conducted on VisDial v0.9
and v1.0 datasets and achieve new state-of-the-art
performances among graph-based methods for visu-
al dialog.

The CAG approach was first introduced in our previous
work [32]. Compared to the preliminary version, in this
paper, we have made improvements in four aspects: (1)
CAG merely solves the first challenge in Fig. 1; in this
manuscript, we address both challenges by using knowl-
edge distillation on CAG (CAG-Distill) as introduced in
Sec. 1; (2) we perform a more comprehensive survey of
existing related works, e.g., adding the review of knowledge
distillation works in Sec. 2.3; (3) we add a new optimization
- knowledge distillation on CAG - in Sec. 4; (4) we conduct
more empirical evaluations and more discussions and anal-
yses are provided in Sec. 5. In brief, although there are some
literal overlaps, the new content in this manuscript makes
the proposed graph framework CAG much more general,
comprehensive, and convincing.

The remainder of this paper is organized as follows.
Sec. 2 provides an overview of related works. Sec. 3 elab-
orates on the proposed graph model - CAG - for relational
inference. Sec. 4 introduces a distillation scheme to eliminate
the linguistic bias of history. The analysis of the experimen-
tal results is presented in Sec. 5, and conclusions are given
in Sec. 6.

2 RELATED WORK

2.1 Visual Dialog
The visual dialog task has been introduced in recen-
t years [20], [21], [22]. Plenty of methods based on the
encoder-decoder framework have been introduced for vi-
sual dialog. Current encoder-based works can be divid-
ed into three facets. (1) Fusion-based model. Late fu-
sion (LF) and hierarchical recurrent network (HRE) were
introduced in [21]. These methods directly encoded the
multi-modal inputs and fused them at different stages. (2)

Attention-based model. To improve performance, attention
mechanisms have been widely used in the task, includ-
ing history-conditioned image attention (HCIAE) [33], se-
quential co-attention (CoAtt) [34], dual visual attention (D-
VAN) [35], recurrent dual attention (ReDAN) [25], textual-
visual reference-aware attention (RAA-Net) [26], and mod-
ular co-attention (MCA) [27]. (3) Visual co-reference res-
olution model. There are some attention models focus
on explicit visual co-reference resolution. Seo et al. [36]
designed an attention memory (AMEM) to store previous
visual attentions. Kottur et al. [37] utilized neural module
networks [38] to handle visual co-reference resolution at
word-level. Niu et al. [39] proposed a recursive visual
attention (RvA) mechanism to recursively reviews history
to refine visual attention. Until now, existing methods have
achieved a great process in the visual dialog community.
However, besides discovering and attending important vi-
sual and textual clues, by characteristics of the task, relation-
al reasoning and common sense reasoning in the conversion
have become great interests in the field. More and more
works turn to focus on reasoning aspects.

2.2 Graph Inference (GNN)

Graph neural networks have attracted attention in various
vision tasks [40], [41], [42], [43], [44]. The core idea is to
combine the graphical structural representation with neu-
ral networks, which is suitable for reasoning-style tasks.
Liu et al. [45] proposed the first GNN-based approach for
VQA, which applied external knowledge to build a scene
graph and parse the questions. Later, Norcliffe-Brown et
al. [46] modeled a graph representation conditioned on
the question, and exploited a novel graph convolution to
capture the interactions between different nodes. As for
visual dialog, there are merely a few related works. Zheng
et al. [23] proposed an EM-style GNN, it merely regarded
the previous dialog-history as observed nodes, and the an-
swer was deemed as unobserved node that can be inferred
using EM algorithm on the textual context. Schwartz et
al. [24] proposed a factor graph attention mechanism, which
constructed the graph over all the multi-modal features
and estimated their attention interactions. Jiang et al. [29]
constructed a fully-connected scene graph over the image;
they used a pre-trained visual relationship encoder [47] to
directly learn the relations among the visual objects and
employed a question-guided graph convolution for graph
representation learning.

Fig. 2 illustrates the difference between graph model-
s [23], [24] and our work. Apart from the graph structure
referring to different multi-modal entities (nodes) and re-
lational edges as shown in Fig. 2, technically, prior graph-
based models considered the fixed graph attention or em-
bedding, such as fixed fully-connected graph (FGA [24]
and DualVD [29]), fixed once graph evolution (FGA [24]
and DualVD [29]) and fixed unidirectional message passing
(GNN [23]). In this paper, we are inspired by the nature
of the visual dialog task, i.e., multi-modal co-references in
multi-round conversations. Fig. 4 shows the flexibility and
adaptivity of our graph-based method, which iteratively
evolves by adaptive top-K and adaptive-directional message
passing. The significance of our method is that it exploits
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of the message passing flow on the connection edges.

the image-history co-reference in a dynamic adaptive graph
learning mode (i.e., dynamic relation learning).

2.3 Knowledge Distillation
Knowledge distillation was firstly introduced for model
compression [30], [48]. It proposed a training procedure
to transfer knowledge from a pre-trained large model or
ensemble of models to a small model, thus distilling knowl-
edge from a heavier to a lighter model. Later, Lopez-
Paz et al. [49] designed a knowledge distillation scheme
to introduce privileged information [50], which some ad-
ditional information that was only used in the training
phase and excluded during testing. One application of this
approach was [51], it treated the well-labeled modality as
the privileged information and transferred the knowledge
to the unlabeled modality for representation learning. [52]
minimized the distillation loss between the new (hidden
states) and the pre-trained activations.

In the visual dialogue task, we observe that the models
using or without using dialog-history information have
different appearances for answer prediction, while the vi-
sual awareness in these two cases should have common
latent pattern. How to effectively utilize these two types
of model setting to generalize the learning ability of model
is a key challenge. In our solution, we innovatively regard
the knowledge learned in the Img-only CAG model as the
privileged information. Then, in the training phase, we
distill this knowledge to the Joint CAG model to boost
the model’s generalization ability. The distilled Joint CAG
model (CAG-Distill) is executed for answer prediction.

3 METHOD: CONTEXT-AWARE GRAPH INFERENCE

In this section, we introduce the proposed CAG (Context-
Aware Graph) network. The visual dialog task refers to
relational learning, which involves complicated underlying
context dependencies between image, question and history.
How to model the context-aware reasoning is critical. In this
paper, we propose a dynamic graph inference to iteratively
review the context clues. Given an image I and dialog histo-
ry H = {C, (q1, a1) , ..., (q`−1, a`−1)}, where C is the image
caption, (q, a) is a question-answer pair, and ` is the turn
number of current dialog. The goal of the model is to infer

an answer for the current question Q by ranking a list of
100 candidate answers A = {a(1)` , ..., a

(100)
` }. The following

sub-sections describe the details of the CAG model.
Fig. 4 provides an overview of the proposed CAG.

Specifically, CAG consists of three components: (1) Graph
Construction (Sec. 3.1), which constructs the context-aware
graph based on the representations of dialog-history and
objects in the image; (2) Iterative Dynamic Directed-Graph
Inference (Sec. 3.2), the context-aware graph is iteratively
updated via T -steps dynamic directed-graph inference; (3)
Graph Attention Embedding (Sec. 3.3), which applies a
graph attention to aggregate rich node semantics. Then we
jointly utilize the generated graph, the encoded question
and history context features to infer the final answer.

3.1 Graph Construction
3.1.1 Feature Representation.
Given an image I, we extract the object-level features using
Faster-RCNN [53] and apply a single-layer MLP with acti-
vation tanh to encode them into V = {v1, ..., vn} ∈ Rd×n,
where n is the number of detected objects. For the current
question Q, we first transform it into word embedding
vectors WQ = (w1, ..., wm) ∈ Rdw×m, where m denotes
the number of tokens in Q. Then we use an LSTM to encode
WQ into an encoding sequence UQ = (hq1, ..., h

q
m) ∈ Rd×m,

and take the last vector hqm as the sentence-level ques-
tion representation, denoted as qs = hqm. Similarly, we
adopt another LSTM to extract the history features UH

= (h0, ..., h`−1) ∈ Rd×` at sentence-level, where h0 is the
embedding feature of image caption C.

As questions in a dialog usually have at least one
pronoun (e.g., “it”, “they”, “he”), the agent is required to
discover the relevant textual context in the previous history
snippets. We employ a question-conditioned attention to
aggregate the history context clues, which aims at tackling
the textual co-reference. The whole process is formulated as
follows: 

zh = tanh((Wqqs)1
> +WhU

H);

αh = softmax(Phzh);

u =
`−1∑
j=0

αh,jU
H
j ,

(1)
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where Wq ∈ Rd×d, Wh ∈ Rd×d and Ph ∈ R1×d are learnable
parameters, 1 ∈ R1×` is a vector with all elements set to 1,
and αh,j and UH

j are respective the j-th element of αh and
UH . u ∈ Rd×1 denotes the textual context and is further
used to construct the context-aware graph.

3.1.2 Graph Representation.

As visual dialog is an on-going conversation, the relations
between different objects in the image frequently dynam-
ically vary according to the conversational context. In or-
der to exactly infer the potential relationship, we build a
context-aware graph, which takes both visual and textual
context semantics into account. The graph structure (relation
between objects) will be later iteratively inferred via an
adaptive top-K message passing mechanism in Sec. 3.2.
Here we construct a graph G = {N , E}, where the i-th node
Ni denotes a joint context feature, corresponding to the i-
th visual object feature vi and its related context feature ci;
the directed edge Ej→i represents the relational dependency
from node Nj to node Ni (i, j ∈ [1, n]). Considering the
iterative step t, the graph is denoted as G(t) = {N (t), E(t)}.
There are two cases of N (t):{

N (t) = (N (t)
1 , ...,N (t)

n );

N (t=1)
i = [vi;u]; N (t>1)

i = [vi; c
(t)
i ],

(2)

where the iterative step t is initialized as t = 1, [; ] is the
concatenation operation, u is the textual context calculated
by Eq. (1) and N (t) ∈ R2d×n. For node N (t)

i at the iterative
step t, the object feature vi is fixed, and we focus on the
context representation c(t)i learning.

3.2 Iterative Dynamic Directed-Graph Inference

Visual dialog contains implicit relationships between the im-
age, question and history. In order to capture exact context-
aware semantics, we exploit the question command q

(t)
w

(where iterative step t = 1, ..., T ) to observe new message
passing in the graph structure, which is similar to imitating
humans checking out the implicit clues multiple times. It
is worth noting that our solution, the “dynamic directed-
graph inference” process, considers flexible, effective, and
relevant message propagation. As shown in Fig. 5, at each
inference iteration, the context-aware graph is updated
through two steps: (1) adjacent correlation matrix learning.
Under the instruction of the current question command,
each node adaptively selects the top-K most relevant nodes
as its neighbors based on an adjacent correlation matrix; (2)
top-K message passing. To capture the latent correlation
clues for the relational graph learning, each node receives
messages from its top-K neighbors and aggregates these
messages to update its context feature.

3.2.1 Question-conditioned Relevance Feedback via Adja-
cent Correlation Matrix Learning.

To infer a correct answer, we essentially have to discover
accurate semantics of question Q. At each iterative step t,
reviewing different words in Q is helpful to locate key-
words. Based on the encoded sequence of question UQ =
(hq1, ..., h

q
m), we employ the weighted aggregation to obtain

the word attention distribution α(t)
q . Then, the word embed-

ding sequence WQ = (w1, ..., wm) is jointly aggregated to
get the question feature at word-level. The whole process is
formulated as follows:

z(t)q = L2Norm(f (t)q (UQ));

α(t)
q = softmax(P (t)

q z(t)q );

q(t)w =
m∑
j=1

α
(t)
q,jwj ,

(3)

where f (t)q (.) denotes a two-layer MLP, and P
(t)
q ∈ R1×d is

a learnable parameter. f (t)q (.) and P
(t)
q are learned at t-th

graph inference step. q(t)w ∈ Rdw×1 denotes the t-th question
command.

After obtaining the question command q(t)w , we measure
the correlation among different nodes in the graph. We
design an adjacency correlation matrix of the graph G(t)

as A(t) ∈ Rn×n, in which each value A(t)
l→i represents the

connection weight of the edge E(t)l→i. We learn the correlation
matrix A(t) by computing the similarities of each pair of
nodes in N (t) under question command q(t)w .

A(t) = (W1N (t))>((W2N (t))� (W3q
(t)
w )), (4)

where W1 ∈ Rd×2d, W2 ∈ Rd×2d and W3 ∈ Rd×dw are
learnable parameters.� denotes the hadamard product, i.e.,
element-wise multiplication.

As we all know, in the image each object is related to
only a small subset of the other objects, especially rare under
the instruction of the question (i.e., sparse relationship).
Therefore, each node in the graph is required to connect
with the most relevant neighborhood nodes. In order to
learn a set of related neighborhoods S(t)

i of each node N (t)
i ,

i ∈ [1, n], we adopt a ranking strategy as:

S
(t)
i = topK(A

(t)
i ), (5)

where topK returns the indices of the K largest values of an
input vector, and A

(t)
i denotes the i-th row of the adjacent

matrix. Note that each node has its independent neighbors
S
(t)
i . As shown in Fig. 4 (topK,K = 2), even the same

node can also have different neighbors at each inference
step. It means that our solution is a dynamic graph inference
process. Our CAG graph is an asymmetric directed-graph.

3.2.2 Relational Graph Learning via Top-K Message Pass-
ing.
The current graph structure is relational-aware. The influ-
ence of each node can be measured by its K neighborhood
nodes. We propagate the relational clues to each node via
a message passing mechanism. Taking node N (t)

i at the t-
th step inference as example, it receives the messages from
its most K relevant neighborhood nodes {N (t)

j }, where
j ∈ S(t)

i .
To measure the influences of these neighbors, B(t)

j→i

normalizes the connection weight of N (t)
j to N (t)

i with a
softmax function. As shown in Eq. (6), in the adjacent
correlation matrix A(t), A(t)

j→i denotes the connection weight
of the edge E(t)j→i. Under the instruction of the question
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command q
(t)
w , m(t)

j→i calculates the incoming message of
neighbour N (t)

j to N (t)
i . At last, N (t)

i sums up all the
incoming messages to get the final message feature M (t)

i .
The whole process is formulated as follows:

[B
(t)
j→i] = softmax

j
([A

(t)
j→i]), j ∈ S

(t)
i ;

m
(t)
j→i = (W4N (t)

j )� (W5q
(t)
w );

M
(t)
i =

∑
j

B
(t)
j→im

(t)
j→i,

(6)

where W4 ∈ Rd×2d and W5 ∈ Rd×dw are learnable parame-
ters.M (t)

i ∈ Rd×1 denotes the summarized message toN (t)
i ,

and the node representationN (t)
i is then updated toN (t+1)

i :{
c
(t+1)
i =W6[c

(t)
i ;M

(t)
i ];

N (t+1)
i = [vi; c

(t+1)
i ],

(7)

where W6 ∈ Rd×2d. In Eqs. 4 ∼ 7, W1 ∼ W6 are learnable
parameters that are shared for each iteration. After perform-
ing T -steps message passing iterations, the final graph node
representation is denoted as N (T+1).

3.3 Graph Attention Embedding

Up to now, the context clues on each node in the graph
N (T+1) not only correspond to visual and textual features,
but also involve iteratively relational context learning. As
the majority of questions usually pay attention to a part
of objects in the image scene and history snippets, we
apply a question-conditioned graph attention mechanism
to selectively attend the graph nodes. The whole graph
attention is learned as follows:

zg = tanh((Wg1qs)1
> +Wg2N (T+1));

αg = softmax(Pgzg);

eg =
n∑

j=1

αg,jN (T+1)
j ,

(8)

where Wg1 ∈ Rd×d and Wg2 ∈ Rd×2d are learnable param-
eters. eg ∈ R2d×1 denotes the attended graph embedding.

Finally, we fuse it with textual context u and question
feature qs to output the multi-modal embedding ẽ:

ẽ = tanh(We[eg;u; qs]). (9)

The output embedding ẽ is then fed into a softmax
decoder to sort the candidate answers in A, and choose the
answer with the highest probability as the final prediction.
The loss function of answer decoding is formulated as
follows:

Ln−pair = log

(
1 +

N∑
i=1

exp
(
ẽ>f(a−i )− ẽ

>f(agt)
))
. (10)

where Ln−pair is a metric-learning multi-class N -pair
loss [33]. f(.) is an self-attention based LSTM encoder for the
answer, agt is the ground-truth answer, and a−i represents
incorrect options.

Node: [ vi ; u] in G (t)

Top-K message passing in CAG
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Fig. 5. Adaptive Top-K Message Passing Unit.

4 OPTIMIZATION: VISUAL-AWARE KNOWLEDGE
DISTILLATION

After learning the relational graph, here we restrain the
historical noise (as shown in Fig. 3) to obtain a more robust
graph. We design a visual-aware distillation scheme. The
usage of knowledge distillation is different from classical
methods [30], [48]. In classical distillation, a teacher model
is reliable with superior performance, which instructs the
student model how to learn useful knowledge. In our work,
we target to learn and retain the consistency of common
visual awareness under both teacher (Img-Only CAG) and
student (Joint CAG) graphs models.

Concretely, our proposed distillation scheme imposes
soft regularization learned from teacher model onto student
model, not only alleviates over-learning of student model
under hard constraints, but also makes the student model
more robust with rich visual context awareness. This dis-
tillation scheme riches the to-be-learned knowledge in the
graph learning process, where the entropy and consistency
of soft targets are evaluated. It is an accessible way to obtain
soft labels with probability distribution, which provides
more semantic clues than hard constraints with one-hot
ground-truth labels in our task.

4.1 Teacher-Image & Student-Joint CAG Models
Teacher Graph: Img-Only CAG. In this graph, we learn
pure visual relation merely under the guidance of the
question, even sometimes with ambiguous pronoun words.
Vision is a very important factor in an image-centric conver-
sation. In this case, we merely learn the visual relation in the
dialog without historical clues. We randomly initialize c(1)i

in Eq. 2: N (t=1)
i = [vi; c

(1)
i ]; thus c(1)i no longer involves the

history clues.
Student Graph: Joint CAG. The Joint CAG graph de-

notes the entire graph CAG introduced in Sec. 3, where c(1)i

= u. Different from that the absence of history in the graph
learning of Img-Only CAG, here we explicitly introduce
the historical cues in the whole graph inference process. To
avoid over-learning history snippets, we have to balance the
Img-Only and Joint CAG models.

4.2 Distillation Scheme
To ensure a robust graph inference, we leverage the pure
visual relation (visual-aware knowledge) at object-level



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, OCTOBER 2020 7

learned by the Img-Only CAG model to regularize the Joint
CAG model. Note that the parameters of the Image-only
and Joint CAG models are not shared in our framework.
Both image-Only and Joint CAGs are trained by the loss
optimization Ln−pair (Eq. 10) in advance. Historical clues
cannot be completely neglected in the relational reasoning;
hence, we select the Joint CAG model as a backbone and op-
timize it by knowledge distillation (Eq. 13). During testing,
only the Joint model is used.

The essence can be thought of learning implicit visual
relational consistency of Img-Only and Joint CAG graphs.
To be specific, we attempt to find a balance on the proposed
CAG - keeping the generalization ability of teacher (Img-
Only CAG) and discrimination ability of student (Joint
CAG) on context-awareness. The graph learning is essential-
ly constrained by the probability distributions of candidate
answers; we conduct the distillation scheme by applying
soft regularization on answer logits. In this way, we learn a
robust CAG model in a trainable mode, rather than directly
applying score fusion as ensemble models do [25], [54], [55].

We minimize the KL divergence [30], [31] between the
answer prediction probability distributions from both Img-
Only and Joint CAG models. The loss function is formulated
as follows:

LKL = −
100∑
i=1

PJ,ilog(
PI,i

PJ,i
), (11)

where PJ,i = softmax(ẽ>f(ai)) is the probability (softmax
logits) of the candidate answer ai obtained by Joint CAG,
and PI,i is the probability of ai generated by Img-only CAG.

Besides, we adopt a standard cross-entropy loss LCE to
measure the entropy of the answers generated by the Joint
CAG model :

LCE = −
100∑
i=1

yilog(PJ,i), (12)

where y is a one-hot encoded vector of the ground-truth
answer.

The distillation loss function consists of these two parts:

Ldistill = LCE + λLKL, (13)

where λ is a trade-off hyper-parameter.
Until now, there are different model settings of CAG. For

the sake of convenience in the following representations,
we abbreviate the Joint CAG model without knowledge
distillation as CAG, and with knowledge distillation as
CAG-Distill. Namely, ”CAG = Joint CAG w/o Knowledge
Distillation” and ”CAG-Distill = Joint CAG w Knowl-
edge Distillation”. More details of the training settings are
explained in Sec. 5.1.3.

5 EXPERIMENTS

5.1 Experiment Setup

5.1.1 Datasets.

Experiments are conducted on benchmark datasets VisDial
v0.9 and v1.0 [21]. In VisDial v0.9, the dialog consists of 10-
round QA pairs for each image. VisDial v0.9 contains 83k
and 40k dialogs on COCO-train and COCO-val images [56]

respectively, totally 1.2M QA pairs. VisDial v1.0 is an ex-
tension of VisDial v0.9, which adds additional 10k dialogs
on Flickr images. The new train, validation, and test splits
contains 123k, 2k and 8k dialogs, respectively. It is worth
noting that in the test split of VisDial v1.0, each dialog has
flexible m rounds of QA pairs, where m is in the range of
1 to 10. Besides, in VisDial v1.0, validation and test datasets
are annotated with relevance scores by four human 1, e.g.,
some semantically identical candidate answers, “i can’t tell”
and “i cannot tell” with scores 1.0 and 0.8. The relevance
scores are used to evaluate whether the model can predict
all the relevant answers with high ranks.

5.1.2 Evaluation Metrics
Following [21], the answer accuracy is evaluated by re-
trieving the ground-truth answer from a list of 100 option
answers. We adopt the following retrieval metrics: (1) av-
erage rank of the ground-truth answer (Mean), (2) recall
rate of the ground-truth answer in top-k ranked option
answers (R@k), (3) mean reciprocal rank of the ground-truth
answer (MRR), and (4) normalized discounted cumulative
gain (NDCG). VisDial v1.0 introduces a new retrieval metric
NDCG to further evaluate the models generalization ability.
The questions usually can be responsed with more than one
correct options in the candidate set, such as “yes” and “yes,
it is”. In this situation, NDCG is invariant to the order of
options with identical relevance and to the order of options
outside of the top k. The metric is given by:

DCG@k =
k∑

i=1

relevancei
log2(i+ 1)

;

NDCG@k =
DCG@k for predicted ranking

DCG@k for ideal ranking
,

(14)

where relevancei is relevance score that annotated by peo-
ple who think the option answer is relevant to the question,
and k is the number of option answers with non-zero
relevance scores. For these metrics, a higher score is better
for MRR, R@k, and NDCG, while a lower score is better for
Mean.

5.1.3 Implementation Details.
Language Processing. For pre-processing text data Q and
H , we lowercase all words and remove contractions in
questions and answers, and use the Python NLTK toolkit
to tokenize the sentences in the datasets. Next, we retain
the words that occur at least 4 times in the training split,
resulting in a vocabulary of 9,793 words for VisDial v0.9
dataset and 11,319 words for VisDial v1.0 dataset. And the
captions, questions, and answers are padded or truncated
to 40, 20 and 20, respectively. Each word in the dialog is
embedded into a 300-dim vector by the GloVe embedding
initialization [57]. We set all the LSTMs in the model with
1-layer and 512 hidden states.

Training Details. Our model training process can be di-
vided into two stages. In the first training stage, We pre-
train the Img-Only and Joint CAG models with multi-class
N -pair loss (Eq. 10) [33], respectively. For both models, we
adopt Adam optimizer [58] and initialize the learning rate

1. https://visualdialog.org
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Fig. 6. Performance comparison of the neighborhood number K on
VisDial val v0.9

with 4 × 10−4. The learning rate is multiplied by 0.5 after
every 10 epochs. In the second training stage, we first use
the pre-trained Img-Only model to generate soft labels; then,
we use them to further train the Joint CAG model with
both KL divergence loss and cross-entropy loss (Eq. 13). The
hyper-parameter λ in the loss function is set to be 10. The
learning rate is initialized with 5 × 10−5 and multiplied by
0.5 after every 4 epochs. In both training stages, we apply
Dropout [59] with ratio 0.3 for attention layers and the last
fusion layer. All of our experiments are implemented on the
platform of Pytorch.

5.2 Ablation Study of CAG

5.2.1 Empirical Parameters

Neighborhood Number (K). We test different neighbor-
hood numbers K ∈ {1, 2, 4, 8, 16, 36}. As shown in Fig. 6,
K = 8 is an optimal parameter setting. Performances
drop significantly for K < 8. It means that if the selected
neighborhood nodes are insufficient, the relational messages
can not be fully propagated. While setting the neighborhood
number K > 8, the node receiving redundant irrelevant
messages from neighbors can disturb the reasoning ability
of the model. Thus, we set the neighborhood number K = 8
in the following experiments.

Iteration Steps (T ). T indicates the number of relational
reasoning steps to arrive the answer. We test different steps
T to analysis the influence of iterative inferences. As shown
in Table 1, the performance of CAG is gradually improved
with the increasing T . We have the best performance at
T = 3, lifting R@1 from 53.25 (T = 1) to 54.64. The proposed
iterative graph inference is effective. Visualization results
in Fig. 9 further validate this result. When T > 3, the
performance drops slightly. It means that if the relationships
in the graph have been fully inferred, further inference does
not help. The questions in the VisDial datasets are collected
from relative simple free-form human dialogue. The setting
of T = 3 already performs well. In the following experiment,
we set T = 3.

TABLE 1
Ablation studies of different iteration steps T and the main components

on VisDial val v0.9.

Model Step T Mean↓ MRR↑ R@1↑ R@5↑ R@10↑

CAG

T = 1 4.02 66.32 53.25 82.54 90.55
T = 2 3.91 66.93 53.76 83.11 90.96
T = 3 3.75 67.56 54.64 83.72 91.48
T = 4 3.83 67.28 54.11 83.46 91.17
T = 5 3.80 67.55 54.63 83.48 91.14

CAG w/o Infer - 4.11 65.73 52.56 82.38 90.36
CAG w/o u T = 3 4.19 65.26 51.83 81.55 90.21
CAG w/o Q-att T = 3 3.91 66.70 53.74 82.75 90.89
CAG w/o G-att T = 3 3.86 66.98 53.99 83.08 91.04
CAG T = 3 3.75 67.56 54.64 83.72 91.48

Note that “CAG = Joint CAG”.

5.2.2 Main Components

A few variants are proposed for ablation study. CAG w/o In-
fer denotes that CAG removes the whole dynamic directed-
graph inference in Sec. 3.2. It means that all the nodes and
edges in the graph will not be updated and inferred. CAG
w/o u denotes that CAG without textual-history context
u, where the whole graph merely describes visual context
clues. CAG w/o Q-att denotes CAG without word-level
attention on question Q. CAG w/o G-att removes the graph
attention module. All the node representations are average
pooled in the graph embedding phase.

As shown in Table 1, compared with CAG, CAG w/o
Infer drops MRR significantly from 67.56 to 65.73. It in-
dicates that the graph inference effectively performs well
for relational reasoning. Learning the implicit relations be-
tween the nodes is helpful to predict the final answer.
CAG w/o u drops R@1 significantly from 54.64 to 51.83.
It indicates that the joint visual-textual context learning is
necessary. Relations between the nodes can not be fully
inferred without textual clues u. CAG w/o Q-att, which
replaces question commands {q(t)w } with the sentence-level
feature qs, drops R@1 from 54.64 to 53.74. It also can be
explained. Figs. 9∼10 demonstrate that the attentive words
always vary during the inference process. It usually firstly
identifies the target in the question, then focuses on related
objects, and finally observes attributes and relations in both
visual and textual context clues to infer the answer. CAG
w/o G-att, which removes the final graph attention module,
drops R@1 from 54.64 to 53.99. Although each node involves
relational reasoning, not all the nodes are relevant to the
current question. Thus, paying attention to relevant nodes
in the relational graph is helpful to infer an exact answer.

5.3 Ablation Study of Knowledged Distillation

In this subsection, we evaluate each impact of and the
complementarity between Img-Only and Joint CAG mod-
els. Then, we introduce the Img-Only model to distill the
knowledge into the Joint model.

5.3.1 Role of the Dialog History

In the Visual Dialog evaluation metrics, MRR is measured
based on the predicted ranking of ground-truth answers,
while NDCG measures the ranking of all answers that have
similar meanings to ground-truth. If the MRR reflects the
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curve has a much more powerful discrimination capability. CAG-Distill
performs significant improvement.

preciseness of a model, then NDCG reflects the generaliza-
tion ability. As shown in Fig. 7, as the amount of dialog
history increases, the NDCG performance decreases signif-
icantly, and the best NDCG value 61.16 is achieved when
CAG does not introduce any history information (i.e., Img-
Only model). Does it mean the Img-Only CAG can reason
the answer more correctly? The answer may be no. The MRR
metric is the worst at the Img-Only setting, which gradually
improves with the increase of the amount of history, and the
best MRR value 64.57 is achieved when CAG considers all
the history (i.e., the Joint CAG model). R@1 ∼ R@10 values
in Table 5 also validate this conclusion.

In this paper, we attempt to keep a good generaliza-
tion ability of the model, and also retain discrimination
ability with high preciseness. Indeed Img-only model can
generalize the visual awareness ability of the model, but
its discrimination ability seems to be unconfident with low
predicted probability scores. As shown in Fig. 8, as for the
top-10 predicted ranking list on the VisDial v1.0 valida-
tion dataset, the predicted probability curve of Img-Only
is the smoothest, which indicates Img-Only CAG outputs
more similar probability scores, with a slight advantage of
distinguishing the correct answers over incorrect ones. By
contrast, CAG-Distill in Fig. 8 performs obviously superior
discrimination ability than others. Knowledge distillation
between Img-Only and Joint CAG models takes effect. CAG-
Distill performs an excellent robust power.

Another argument may be that whether the proposed
model prefers the high-frequency words in history? We have
collected a specific subset form VisDial v1.0 val, in which
questions contain high-frequency words “yes” or “no”. As
the statistics of VisDial v1.0 val, it contains 2,064 dialog
samples with 20,640 questions. Among these questions, we
selected the questions whose ground-truth answer is “yes”

TABLE 2
Answer accuracy comparison on VisDial v1.0 (val-yn).

Model
All ‘Yes’ ‘No’

6778 3800 2978
Count-Words 41.66% 34.55% 50.73%
CAG 74.53% 74.07% 75.11%
CAG-Distill 77.61% 77.26% 78.04%

TABLE 3
Performance of the ensemble models between Image-Only model and

Joint model on VisDial val v1.0.

Metrics Img-Only Joint Distill Ensgtmin
Ensgtmax

NDCG 61.16 58.09 59.26 55.22 64.02
MRR 61.88 64.57 65.38 56.88 69.57

Img-Only: the graph inference of CAG with input (Q, I), Joint: the
graph inference of CAG with input (Q, H , I). Distill: the Joint CAG
model with distillation optimization. Ensgtmin : for each question, the
worse prediction result of the ground-truth answer in the two models
are served as the final result; Ensgtmax : for each question, the better
prediction result of the ground-truth answer in the two models are
served as the final result.

or “no”, giving us with 8,060 questions. We then further
removed the samples that do not include “yes” or “no”
in the dialog history and the samples in which the word
frequencies of “yes” and “no” are consistent. Finally, we
acquired 6,778 questions. We call this subset of VisDial v1.0
val as VisDial v1.0 (val-yn), which has obviously semantic
inclination to high-frequency words “yes” or “no”.

As shown in Table 2, merely counting the high-frequency
words “yes” or “no” in history to predict the answer (Count-
Words) does not work well with 41.66% accuracy at the ALL
metric. In contrast, CAG and CAG-Distill utilize image I ,
question Q and history H to infer the answer. Both achieved
better performances, showing accuracies of 74.54% and
77.61% respectively, at ALL metric. Fig. 15 visualizes some
positive examples inhibiting the negative influences of high-
frequency words in history. In a nutshell, on the VisDial
v1.0 (val-yn) dataset, CAG and CAG-Distill models exhibit
a much better semantic understanding capacity compared
with “Count-Word”.

5.3.2 Model Complementary

An ideal model should have balanced performances over
all the metrics rather than having higher scores only for a
certain metric. We attempt to find a balance on the proposed
CAG with both good preciseness and generalization. Can
the advantages of both models be combined? We test the
model complementary on the VisDial val v1.0 dataset. As
shown in Table 3, we adopt two simple ensemble strategies
on Img-Only and Joint CAG models with the prediction
rankings. (1) Minimum ensemble strategy (Ensgtmin

)for
each question, the worse prediction result of the ground-
truth answer in the two models are served as the final
result; (2) Maximum ensemble strategy (Ensgtmax

: for each
question, the better prediction result of the ground-truth
answer in the two models are served as the final result.
To some extent, Ensgtmax

reflects a trend of upper limit
of CAG under the ground-truth verification. Once the Img-
Only and Joint CAG models are effectively combined, the
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TABLE 4
Main evaluation of discriminative models on both VisDial v0.9 and v1.0 datasets.

Model
VisDial v0.9 (val) VisDial v1.0 (test-std)

Mean↓ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓ NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑

Fusion-based Models
LF [21] 5.78 58.07 43.82 74.68 84.07 5.95 45.31 55.42 40.95 72.45 82.83
HRE [21] 5.72 58.46 44.67 74.50 84.22 6.41 45.46 54.16 39.93 70.45 81.50

Attention-based Models
HREA [21] 5.66 58.68 44.82 74.81 84.36 - - - - - -
MN [21] 5.46 59.65 45.55 76.22 85.37 5.92 47.50 55.49 40.98 72.30 83.30
RA-Net [60] 4.95 62.27 48.63 78.62 87.49 - - - - - -
HCIAE [33] 4.81 62.22 48.48 78.75 87.59 - - - - - -
AMEM [36] 4.86 62.27 48.53 78.66 87.43 - - - - - -
CoAtt [34] 4.47 63.98 50.29 80.71 88.81 - - - - - -
CorefNMN [37] 4.45 64.10 50.92 80.18 88.81 4.40 54.70 61.50 47.55 78.10 88.80
DVAN [35] 3.93 66.67 53.62 82.85 90.72 4.36 54.70 62.58 48.90 79.35 89.03
RVA [39] 3.93 66.34 52.71 82.97 90.73 4.18 55.59 63.03 49.03 80.40 89.83
Synergistic [54] - - - - - 4.17 57.32 62.20 47.90 80.43 89.95
RAA-Net [26] 3.89 66.83 53.80 82.99 90.86 4.35 55.42 62.86 49.05 79.65 88.85
DAN [55] 4.04 66.38 53.33 82.42 90.38 4.30 57.59 63.20 49.63 79.75 89.35
HACAN [61] 3.97 67.92 54.76 83.03 90.68 4.20 57.17 64.22 50.88 80.63 89.45
ReDAN‡ [25] - - - - - 6.63 64.47 53.73 42.45 64.68 75.68
MCA-I-H† [27] - - - - - 8.89 72.47 37.68 20.67 56.67 72.12

Graph-based Models
GNN [23] 4.57 62.85 48.95 79.65 88.36 4.57 52.82 61.37 47.33 77.98 87.83
FGA w/o Ans [24] 4.63 62.94 49.35 79.31 88.10 - - - - - -
FGA [24] 4.35 65.25 51.43 82.08 89.56 4.51 52.10 63.70 49.58 80.97 88.55
DualVD [29] 4.17 62.94 48.64 80.89 89.94 4.11 56.32 63.23 49.25 80.23 89.70
CAG (Ours) 3.75 67.56 54.64 83.72 91.48 4.11 56.64 63.49 49.85 80.63 90.15
CAG-Distill (Ours) 3.71 68.06 55.26 83.98 91.58 4.05 57.77 64.62 51.28 80.58 90.23
‡denotes ensemble model and †indicates fine-tuning on dense annotations. Bold font and underline respectively denote the 1st and 2nd best
performances.

preciseness and generalization ability of the model can be
further improved, such as CAG-Distill. More experimental
results of CAG-Distill are introduced in the following parts.

5.3.3 Distillation Analysis
To enhance the generalization ability of the CAG, we treat
the Img-Only model as a teacher model that transfers the
learned knowledge (soft probability scores) to regularize the
Joint model. Observing Table 5, the distilled CAG models
significantly outperform “Joint”, e.g., lifting NDCG from
58.09 to 59.26 and MRR from 64.57 to 65.38. These results
validate the effectiveness of knowledge distillation. CAG-
Distill w/o KL denotes that the model does not calculate the
KL divergence loss (i.e., soft labels - answer softmax logits
- are not accessible). CAG-Distill w/o KL achieves slight
improvement compared with “Joint” CAG.

Furthermore, there are two typical types of distillation -
distilling knowledge at feature embedding level or answer
probability level. [52] belongs to the former, and ours
involves the latter. In other words, we apply the distillation
scheme in [52] to the graph learning of Img-Only and CAG.
The total distillation loss is formulated as follows:{

Lcos = 1− cos(ẽI , ẽJ);
Ldistill = LCE + λLcos,

(15)

TABLE 5
Performance of the knowledge distillation model on VisDial val v1.0.

Model Mean↓ NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑

Img-Only 4.42 61.16 61.88 47.82 79.16 88.84

Joint 4.01 58.09 64.57 51.12 81.43 90.30

Distill w/o KL 4.04 58.29 64.90 51.49 81.49 90.39

GraEm-Distill [52] 3.97 58.51 65.08 51.62 81.88 90.59

Ans-Distill (Ours) 3.94 59.26 65.38 51.94 82.14 90.75
Note that “CAG-Distill = CAG-Ans-Distill”.

where, ẽI denotes the multi-modal embedding of Img-Only
(i.e., final output of graph embedding as formulated in
Eq. 9), and ẽJ is the final output multi-modal embedding
of (Joint) CAG. λ is set to 0.5 for Lcos.

To differentiate these two distillation schemes, we abbre-
viate our soft regularizer with answer logits as Ans-Distill
(ours) and the regularizer [52] with multi-modal embed-
ding vectors after the graph inference as GraEm-Distill. As
shown in Table 5, both GraEm-Distill and Ans-Distill are
effective. Compared with CAG without distillation, GraEm-
Distill performs better with the Mean of from 4.01 to 3.97
and MRR increase from 64.57 to 65.08. However, Ans-Distill
(ours) performs the best (i.e., Mean of 3.94 and MRR of
65.38). We owe this to the nature of the task. Knowledge
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distillation at the answer probability level is tractable for
the answer prediction. Distilling the feature embedding may
introduce noise between the teacher model (Img-Only) and
the student model (CAG). Knowledge distillation at the an-
swer probability level is tractable for the answer prediction.

5.4 Comparison Results
In this section, we compare the proposed CAG with the
existing state-of-the-art approaches as follows: (1) Fusion-
based Models (LF [21] and HRE [21]); (2) Attention-based
Models (HREA [21], MN [21], HCIAE [33], AMEM [36],
CoAtt [34], CorefNMN [37], DVAN [35], RVA [39], Syner-
gistic [54], DAN [55], RAA-Net [26], and HACAN [61]);
and (3) Graph-based Methods (GNN [23], FGA [24], and
DualVD [29]).

5.4.1 Results on VisDial v0.9.
As shown in Table 4, CAG consistently outperforms most
of methods. Compared with fusion-based models LF [21]
and HRE [21], the R@1 performance of our CAG is sig-
nificantly improved, lifting each other by 10.8% and 9.9%.
For attention-based models, compared to a previous state-
of-the-art model DAN [55], our model outperforms it at
all evaluation metrics. HACAN [61] reports the recent best
results. It first pre-trains with N -pair loss, and then uses
the wrong answers to “tamper” the truth-history for data
augment. Finally, the truth- and fake-history are used to
fine-tune its model via reinforcement learning. Without the
fine-tuning tactic, CAG still outperforms HACAN on Mean,
R@5, and R@10. CAG-Distill outperforms HACAN in all
evaluation metrics.

Here, we mainly compare our method with the graph-
based models. GNN [23] constructs a graph that only ex-
ploring the dependencies between the textual-history. In
contrast, our CAG builds a graph over both visual-objects
and textual-history contexts. Compared with GNN, our
model achieves 5.7% improvements on the R@1 metric. F-
GA [24] is the previous state-of-the-art graph-based method
for visual dialog, which treats the candidate answer embed-
ding feature A as new context clue and introduces it into
the multi-modal encoding training. This operation improves
their results a lot (FGA w/o Ans vs. FGA). Without can-
didate answer embedding, our model still performs better
results, lifting R@1 from 51.43 to 54.64, and decreasing the
Mean from 4.35 to 3.75. DualVD [29] is a recently proposed
method, which employs the graph to model the relations a-
mong the image objects and uses the question-guided graph
convolution for relational reasoning. In addition, DualVD
introduces dense image captions to get external knowledge
for better semantic learning. Without external knowledge,
our CAG still outperforms it in all evaluation metrics. In
our solution, we merely utilize fine-grained visual-textual
semantics that are helpful for answer inferring. After fine-
tuning by the knowledge distillation tactic, the performance
of CAG has been further improved, lifting MRR from 67.56
to 68.06, and R@1 from 54.64 to 55.26.

Test with VGG Features. As some existing methods
evaluated with VGG features, to be fair, we test our mod-
el with VGG features too. Table 6 shows that our CAG-
VGG outperforms previous methods that only utilize VGG
features. Compared to CAG-VGG, CAG and CAG-Distill

TABLE 6
Performance comparison on VisDial val v0.9 with VGG features. Our

model with VGG features is denoted as CAG-VGG.

Model Mean↓ MRR↑ R@1↑ R@5↑ R@10↑
Attention-based Models

HCIAE [33] 4.81 62.22 48.48 78.75 87.59
AMEM [36] 4.86 62.27 48.53 78.66 87.43
RA-Net [60] 4.95 62.27 48.63 78.62 87.49
CoAtt [34] 4.47 63.98 50.29 80.71 88.81
DVAN [35] 4.38 63.81 50.09 80.58 89.03
RvA [39] 4.22 64.36 50.40 81.36 89.59
HACAN-VGG [61] 4.32 64.51 50.72 81.18 89.23
HACAN [61] 3.97 67.92 54.76 83.03 90.68

Graph-based Models
GNN [23] 4.57 62.85 48.95 79.65 88.36
FGA w/o Ans [24] 4.63 62.94 49.35 79.31 88.10
CAG-VGG (Ours) 4.13 64.91 51.45 81.60 90.02
CAG-VGG-Distill (Ours) 4.07 65.35 51.89 81.91 90.11
CAG (Ours) 3.75 67.56 54.64 83.72 91.48
CAG-Distill (Ours) 3.71 68.06 55.26 83.98 91.58

gets a significant performance boost. It indicates the object-
region features provide richer visual semantics than VGG
features.

5.4.2 Results on VisDial v1.0.

A new metric NDCG (Normalized Discounted Cumulative
Gain) [62] is proposed to evaluate quantitative semantics,
which penalizes low ranking correct answers. Other metrics
evaluate the rank of the ground-truth in the candidate an-
swer list. NDCG tackles the issue of more than one plausible
answers in the answer set. Compared with the attention-
based models, as above mentioned, HACAN [61] trains the
model twice, Synergistic [54] sorts the candidate answers
twice. Without resorting or fine-tuning, under end-to-end
training, our CAG model still performs better performance
on the Mean value. Compared with the graph-based mod-
els, our model has greatly improved the NDCG value. CAG
outperforms GNN [23], FGA [24], and DualVD [29] by
3.8%, 4.5%, and 1.1%, respectively. This also proves that
our graph method can reason out more plausible answers.
Furthermore, CAG-Distill not only significantly outperform-
s existing graph-based models, but also performs better than
the existing attention-based models. This proves that trans-
ferring the learned knowledge from image-centric visual-
awareness to image-history joint awareness can effectively
improve the generalization ability and preciseness of the
model. In addition, in Sec. 5.5, we provide more intuitive
visualization results to explain how CAG implements the
reasoning process and display the ranking changes of pre-
dicted answers in CAG-Distill.

5.4.3 Discussion on Ensemble Model.

In this paper, we discuss the ensemble model to combine
both attention and graph-based models. In previous works,
researchers have conducted an ensemble experiment on
attention models, such as [25] for Visual Dialog. To our
knowledge, no work refers to the ensemble model with
both graph and attention-based models. To validate the
effectiveness, we experimented on the ensemble model on
Visdial v1.0 Val. We have the code of the attention-based
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Fig. 9. Visualization results of iterative context-aware graph inference. It shows the word-level attention on question Q, and dynamic graph inference
of the top-2 attended objects (red and blue bounding boxes) in image I. The number on each edge denotes the connection weight, displaying the
message influence propagated from neighbors. There are some abbreviations as follows: question (Q), generated answer (A), caption (C) and the
ground-truth (GT ).

model RAA-Net [26]; hence, we experimented with RAA-
Net and our graph model. We also tested RAA-Net-Distill
with our distillation scheme.

As shown in Table 7, compared with either CAG or RAA-
Net, the ensemble model CAG+RAA-Net shows an obvious
performance improvement. For example, compared with
CAG, the MRR value of “CAG+RAA-Net” increases from
64.57% to 67.75% and R@1 from 51.12% to 55.66%. After
distillation, the performance of the ensemble model (CAG
+ RAA-Net)-Distll further improves with the best Mean

value of 3.68, MRR value of 68.35, and R@1 value of 56.24.
ReDAN - 4 Ens [25] integrated the probability scores of four
ReDAN models. Our model only integrates two models: one
graph-based model (CAG) and one attention model (RAA-
Net). Except for NDCG, our ensemble model outperforms
ReDAN - 4 Ens [25] on other metrics. The experimental
results demonstrated that the ensemble model effectively
improves the performance. It is feasible to explore more
ensemble methods with graph and attention-based models.
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Fig. 10. Visualization result of a progressive multi-round dialog inference. Each column shows a graph attention map and the last step of message
passing process of a salient object. In these graph attention maps, bounding boxes correspond to the top-3 attended object nodes in the final graph,
and the numbers along with the bounding boxes represent the node attention weights.
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Fig. 11. Visualization examples of attentive objects of images in VisDial v0.9. RA-Net [60] updates the global attention map at each step t ∈ [1, T ].
RAA-Net [26] considers both global and local (object-level) attention maps. CAG only calculates the visual attention map at the object-level after T
times graph inference. In our attention maps, we display the attentive regions merged with the bounding boxes of the weighted objects.

TABLE 7
Ensemble results of the graph-based and attention-based model on

VisDial v1.0 val.

Types Model Mean↓ NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑

Attention
ReDAN [25] 4.05 59.32 64.21 50.60 81.39 90.26
RAA-Net [26] 4.18 56.87 64.12 50.65 80.92 89.73
RAA-Net-Distill 4.03 57.92 64.93 51.41 81.92 90.41

Graph
CAG 4.01 58.09 64.57 51.12 81.43 90.30
CAG-Distill 3.94 59.26 65.38 51.94 82.14 90.75

Ensemble

ReDAN‡- 4 Ens [25] 3.82 60.53 65.30 51.67 82.40 91.09
CAG+RAA 3.75 58.76 67.75 55.66 82.68 91.18
CAG+RAA-Distill 3.70 59.07 68.06 56.01 83.01 91.39
CAG-Distill+RAA 3.72 59.20 68.01 55.93 83.04 91.37
(CAG+RAA)-Distill 3.68 59.91 68.35 56.25 83.54 91.62

5.5 Qualitative Results

5.5.1 Iterative Graph Inference

To demonstrate the interpretability of our solution, we dis-
play an iterative graph inference example in Fig. 9. Two
most salient objects (“snowboarder” and “pants”) in the
graph attention maps are selected to display the inference
processes. At iteration step t = 1, the question focuses on
the word “snowboarder” (target). By reviewing the dialog

context, “snowboarder” is related with “midair” and “pho-
tographer”. The above two salient objects receive messages
from their relevant neighbor object nodes. Then at iteration
step t = 2, the question changes the attention to both words
of “snowboarder” and “wearing” (related objects). These
two object nodes dynamically update their neighbor nodes
under the guidance of the current question command q(t=2)

w .
At the last step t = 3, question Q focuses on the word
“wearing” (relation). The edge connections in the graph are
further refined by receiving messages from wearing-related
nodes. Through multi-step message passing, our context-
aware graph progressively finds out much more implicit
question-related visual and textual semantics. Finally, the
global image graph attention map also demonstrates the
effectiveness of the graph inference.

5.5.2 Relational Reasoning in Multi-round QA pairs
The example in Fig. 10 describes relational reasoning in
multi-round QA pairs. The edge relationships and the n-
odes’ attention weights dynamically vary corresponding to
the current question. Our context-aware graph effectively
models these dynamical relations via the adaptive top-K
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Fig. 12. Qualitative examples of predicted ranking lists. The format of answer rank list in (a) and (b) is fixed to “predicted rank order - answer -
(annotated relevance score)”, and “predicted rank order - answer - probability score - annotated relevance score” in (c) and (d). Ground-truth (GT )
answers are marked with red fonts.

message passing module. Each node only receives strong
messages from the most relevant nodes. The global im-
age attention maps at different rounds further validate the
adaptability of our graph on relational reasoning.

5.5.3 Attentive Objects Analysis
In this subsection, we display the visualization examples
of attentive objects of images in VisDial v0.9. As shown in
Fig. 11 (a), compared with global attention in RA-Net [60],
local attention with fine-grained object-level visual clues
takes a more positive effect. Our attention map perform-
s remarkably better with exact attentive location, explicit

boundary, and a highly responsive heat map of the noun
(five “bulls”) in the ground-truth answer. RAA-Net [26]
is a typical work involving both global and local visual
attentions. As shown in Fig. 11 (b), except for obscure
and inaccurate attentive regions appearing in the global
map, local attention at the object-level in RAA-Net [26]
just focuses on two salient objects covering four people.
There are actually five people in the image. Inspired by
our graph inference at the object-level, after graph learning,
the proposed CAG adaptively assigns important weights to
multiple objects with bounding boxes covering five people.
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Fig. 13. Visualization examples of different distillation schemes. The ground-truth answers (GT ) are marked with red fonts. Compared with others,
CAG-Ans-Distill prefers to rank closely correct answers at the top of score list. The candidate answers in blue boxes contain historical noises.

t = 1 t = 2 t = 3 

Fig. 14. Visualization of attentive word cloud of all the questions {Q} at
different iteration steps on VisDial v1.0.

In summary, the essential difference is that our work obtains
the visual attention map through node attention at the
object-level after graph inference. This can be explained in
two aspects: (1) object-level nodes introduce explicit location
and boundary, and (2) the early iterative graph inference is
helpful to the latter weight assignment to crucial nodes.

5.5.4 Attentive Word Clouds Analysis
Here, we display the visualization of attentive word clouds
on VisDial v1.0. Fig. 14 describes the word-level attention
distribution of question Q at different iteration steps. At
iteration step t = 1, the proposed CAG inclines to pronouns
in the questions, e.g., “there”, “it”, “you”, “they”. CAG tries
to tackle the textual co-reference in the initial relational
reasoning. Then, at step t = 2, CAG prefers to attend nouns
related to target objects or associated objects in the image,
e.g., “people”, “building”, “tree”. This means CAG trends
to infer the relationships between different related objects,
namely visual-reference. At the time step t = 3, the model
considers the words that describe the attributes or relations
of the objects, e.g., “color”, “wearing”, “other”, “on”. All
these appearances indicate that we reasonably and actively

promote the iterative inference process using the context-
aware graph CAG.

5.5.5 Effect of Knowledged Distillation: More Reasonable
Answer Ranking
In this subsection, we first visualize four examples of the
rank changes of candidate answers among Img-Only CAG,
Joint CAG (i.e.. abbreviated CAG) and CAG-Distill models.
As shown in Fig. 12 (a), compared with Joint CAG, CAG-
Distill has a powerful correction capability with the knowl-
edge learned from Img-Only model; in Fig. 12 (b), the Joint
CAG which explicitly learns the historical clues, prefers to
the long answers with rich semantics; finally, in Figs. 12 (c)
and (d), dense blue status bars appear in the rank list of
CAG-Ditill, it indicates that after knowledge distilling, the
predicted answers with top rank orders are more relevant to
the GT answers. Synonymous answers of the ground-truth
can be ranked at top positions.

Secondly, we test both CAG-GraEm-Distill and CAG-
Ans-Distill schemes. As shown in Fig. 13 (a), CAG intro-
duces history noises (number “2” and phase “1/a plate”)
and fails to infer the exact answer (listing at rank 7). CAG-
GraEm-Distill improves it, where the exact answer appears
at rank-1 but there are oppositely wrong answers at ranks
2, 4, and 5. In contrast, CAG-Ans-Distill further improves
the answer score list, in which the top four answers are
closely related to the correct answer. As the example shown
in Fig. 13 (b), history is not needed. It is theoretically
possible to obtain the correct answer through the Img-Only
model. However, the Img-only model fails and prefers a rich
semantic phase to describe the pants (“Blue jeans”) rather
than “no shorts”. Influenced by the teacher model (Img-
Only), both CAG and CAG-GraEm-Distill fail. CAG-Ans-
Distill improves it, distilling the knowledge at the answer
probability level.
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A4: Yes it is.

Rank list 

1. No. (1)

2. I can’t see any. (0.8)

3. 0 clearly visible. (0.6)

4. There are no signs. (1)

5. Yes. (0)

6. 0 I can see. (0.6)

7. Not that I can see. (0.8)

8. 0. (0.6) 

9. 0 at all. (0.4)

10. 1 that is visible yes. (0)

……

Img-Only 

NDCG: 79.38 

Rank list 

1. There are no signs. (1)

2. No. (1)

3. Not that I can see. (0.8)

4. 0 clearly visible. (0.6)

5. 0 I can see. (0.6)

6. No there aren’t. (1)

7. I can’t see any. (0.8)

8. 0 at all. (0.4)

9. No, there aren’t. (1)

10. 0. (0.6) 

……

CAG-Distill 

NDCG: 90.30 

GT rank change:     There are no signs (3→4→1)

(b)

Q: Is it daytime?  GT: Yes.

Original Image 

Dialog History 

Rank list 

1. Yes. (1)

2. No. (0)

3. Yeah. (0.2)

4. Yes it is. (1)

5. I think so. (0.2)

6. Don’t know. (0)

7. I don’t know. (0)

8. Yes, daytime. (1)

9. It appears to be. (0.8)

10. Evening or morning. (0)

……

CAG 

NDCG: 63.29 

Rank list 

1. Yes. (1)

2. Yes, it is. (1)

3. Yes it is. (1)

4. Yes it is daytime. (1)

5. Yes, daytime. (1)

6. Yes the sun is out. (0.6)

7. Yeah. (0.8)

8. It is daytime. (0.8)

9. Yes it is sunny out. (0.8)

10. Yes, they’re out side. (0)

……

Img-Only 

NDCG: 85.32 

Rank list 

1. Yes. (1)

2. Yes it is. (1)

3. Yes, daytime. (1)

4. Yes, it is. (1)

5. Yes the sun is out. (0.6)

6. Yeah. (0.8)

7. Yes it is daytime. (1)

8. It is daytime. (0.8)

9. Yes it is sunny out. (0.8)

10. Yes, I think so. (0.6)

……

CAG-Distill 

NDCG: 88.56 

GT rank change:   ‘Yes’ (1→1 →1)

Q5: Can you see a skateboard?   

A5: Yes I can.

Q6: What color is it?    A6: Hard to tell 

since there’s a sunlight glare.

Q7: Is the crowd sitting or standing?   

A7: Some are standing others are 

sitting.

C: A vase with flowers and 2 containers 

sitting on a table next to a window. 

Q1: Is the vase clear?  A1: No. 

Q2: What color are the flowers? 

A2: Orange, yellow and white.

Q3: What color is the vase?    A3: Red.

Q4: What color are the containers?    

A4: Red and white.

Q5: Is the table wooden?   A5: No.

Q6: Are the flowers fresh?   A6: Yes.

Q7: What color is the table?  A7: Glass.

Q8: Is the window open?   A8: No.

Fig. 15. Positive examples of our CAG models inhibiting the negative influences of high-frequency words in history.

At last, Fig. 15 visualizes some positive examples in-
hibiting the negative influences of high-frequency words in
history. These results further validate the generalization and
discrimination abilities of the CAG model. CAG-Distill im-
proves the answer preciseness and prefers relevant answers
with high ranks and confident probability scores.

6 CONCLUSION

In this paper, we propose a fine-grained Context-Aware
Graph (CAG) neural network for visual dialog, which con-
tains both visual-objects and textual-history context seman-
tics. An adaptive top-K message passing mechanism is pro-
posed to iteratively explore the context-aware representa-
tions of nodes and update the edge relationships for a better
answer inferring. Our solution is a dynamic directed-graph
inference process. Furthermore, to refine both good gener-
alization ability and discrimination ability of the model, the
proposed visual-aware knowledge distillation on the graph
learning takes effect. CAG-Distill has excellent robustness.
Experimental results on the VisDial v0.9 and v1.0 datasets
validate the effectiveness of the proposed approach, and
display explainable visualization results.
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